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QNNRepair: Quantized Neural Network Repair

• QNNRepair is a new method for repairing QNNs.

• It converts quantized neural network repair into a MILP 

(Mixed Integer Linear Programming) problem.

• We compare QNNRepair with a state-of-the-art QNN repair 

method–Squant, and demonstrate that QNNRepair can 

achieve higher accuracy than Squant after repair. 

• We also evaluate QNNRepair on multiple widely used 

neural network architectures to demonstrate its 

effectiveness.



QNNRepair Architecture
Input data:

• Repair datasets of successful (passing) and 

failing tests, the two models would produce 

the same classification outcome when given 

the same test input.

• Used by QNNRepair to evaluate each 

neuron’s importance and localize these 

neurons to repair.

• Can be generated by dataset augmentation or 

various neural network testing methods



QNNRepair Architecture

Ranking Neurons:

Evaluating the importance of the neurons in the 

neural network for causing the output 

difference between the quantized model and the 

floating point one.



Ranking Neurons

Given an input image i, we calculate 𝑑𝑖𝑓𝑓𝑖 = 𝑓𝑖 − 𝑞𝑖 between 

the two models. We form a large matrix of these 𝑑𝑖𝑓𝑓𝑖 regarding 

the image 𝑖. 



Ranking Neurons
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QNNRepair Architecture

Repair The Targeted Neurons:

• After the neuron importance evaluation, for 

each layer, we obtain a vector of neuron 

importance. We rank this importance vector. 

• The neuron with the highest importance is 

our target for repair as it could have the 

greatest impact on the corrected error 

outcome.



Repair the targeted Neurons



Overall Algorithm



Experiments Baselines

We ran experiments on a machine with Ubuntu 18.04.6

LTS OS Intel(R) Xeon(R) Gold 5217 CPU @ 3.00GHz 

and two Nvidia Quadro RTX 6000 GPUs. 

The codes of this paper are available at:

https://github.com/HymnOfLight/QNNRepair



Experiments Results



Experiments Results

ImageNet: We also conducted repair on the last layer for MobileNetV2 

trained on the ImageNet dataset of high-resolution images. Using Euclid 

as the importance metric and picking 10 neurons as the correct targets 

achieve the best results, at 70.77%, improving the accuracy the 

quantized model.



Experiments Results

SQuant, a fast and accurate data-free quantization framework

for convolutional neural networks. 

We tested SQuant two quantized models, the same as our approach: 

MobileNetV2 trained on ImageNet and ResNet-18 on CIFAR-10

Guo, Cong, et al. "SQuant: On-the-Fly Data-Free Quantization via Diagonal Hessian Approximation." International Conference on Learning 

Representations. 2021.



Repair Efficiency

Table 6 measures the runtime cost when using the Gurobi to solve the 

values of the new weights for a neuron for our experiments on the 

VGGNet model. It is shown in Table 6 that 75% of the solutions were 

completed within 5 minutes, and less than 9% of the neurons could not 

be solved, resulting in a total solution time of 9 hours for a layer of 512 

neurons.



Conclusion and Future works
• We presented QNNRepair, a novel method for repairing 

quantized neural networks.

• We evaluated the importance of the neural network models and 
used Gurobi to get the correction for these neurons. We also 
compared our method with state-of-the-art techniques

• In the future we will move forward to larger datasets; we will test 
our tool and make it scalable for larger models and not limited to 
classification tasks like GPT and stable diffusion. We will find a 
balance between improving accuracy and computing time.

• We intend to optimize the encoding of the neural network repair 
problem to increase the speed of the repair solution and to solve 
some of the repair problems that were not previously solved



Thank you!
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