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Abstract

With declining costs and increasing performance, the deployment of renewable

energy systems is growing faster. In 2017, for the first time, the number of peo-

ple without access to electricity dropped down below 1 billion, but trends on

energy access likewise fall short of global goals. Particular attention is given to

stand-alone solar photovoltaic systems in rural areas or where grid extension is

unfeasible. Tools to evaluate electrification projects are available, but they are

based on simulations that do not cover all aspects of the design-space. Auto-

mated verification using model checking has proven to be an effective technique

to validate complex (state transition) systems. This paper marks the first appli-

cation of software model checking to formally verify the design of a stand-alone

solar photovoltaic system, including solar panel, charge controller, battery, in-

verter, and electric load. Our main focus is on the project validation to be

carried out just after the system sizing, i.e., prior to buying equipment and de-

ployment, as a safe approach to ensure the intended behavior. Five case studies

were used to evaluate this proposed approach and to compare that with spe-

cialized simulation tool. Different verification tools were evaluated to compare

performance and soundness among automated verifiers. The results reported

by our automated verification method and by the simulation tool were com-
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pared with data collected from dwellers of the deployed cases, thereby showing

the effectiveness of our approach, where specific conditions that lead to failures

in a solar photovoltaic system are only detailed by the automated verification

method.

Keywords: Formal verification, model checking, photovoltaic power systems.

1. Introduction

Lack of access to clean and affordable energy is considered a core dimension

of poverty (Hussein and Leal Filho, 2012). There is a close relationship between

the lack of energy and the low HDI (Human Development Index) (Coelho et al.,

2015). Progress has been made worldwide; in particular, the number of peo-

ple without electricity access fell below 1 billion threshold for the first time in

2017 (IEA, 2018).

In order to provide universal electricity, decentralized systems led by solar

photovoltaic (PV) in off-grid and mini-grid systems will be the lowest-cost solu-

tion for three-quarters of the additional connections needed; and grid extension

will be the standard especially in urban areas (IEA, 2018).

Only a niche market a few years ago, solar PV systems are now becoming

a mainstream electricity provider, with an increase of approximately 50% from

2016 to 2017 in terms of new installations of PV (EPIA, 2017).

In order to simulate or evaluate a PV system there are a myriad of specialized

tools available in the market, such as RETScreen, HOMER, PVWatts, SAM,

and Hybrid2 (Pradhan et al., 2015; Swarnkar et al., 2016; Dobos, 2014; Blair

et al., 2014; Mills and Al-Hallaj, 2004); and even general purpose simulation

tools such as PSpice, and MATLAB/Simulink package (Gow and Manning,

1999; Benatiallah et al., 2017). However, those tools are based on running

experiments in simulation models. Simulation has the advantage of being cheap

(if compared to test in real systems) but it has the drawback of an incomplete

coverage since the verification of all possible combinations and potential failures

of a system is unfeasible (Clarke et al., 2018).

2



Formal methods based on model checking offer a great potential to obtain a

more effective and faster verification in the design process (Clarke et al., 2018).

Any kind of system can be specified as computer programs using mathematical

logic, which constitutes the intended (correct) behavior; then, one can try to give

a formal proof or otherwise establish that the program meets its specification.

In this study, a mathematical model of each component of a stand-alone PV

system, as panel solar, charge controller, batteries, inverter, and electrical load

is used. The project requirements, as battery autonomy and power demand,

besides weather conditions, as solar irradiance and ambient temperature, are

inputted to the proposed tool and automatically verified during the formal pro-

cess. The model checking tool reports in which conditions a system does not

meet the user requirements. A key benefit to this approach is that it helps

in the detection of flaws in the design phase of system development, thereby

considerably improving system reliability (Akram and Niazi, 2018). The im-

plementation of the proposed tool is carried out by means of an algorithm in

language C, that is executed by three state-of-the-art model checkers to for-

mally verifying PV designs, in order to evaluate performance and correctness:

the C Bounded Model Checker (CBMC) (Kroening and Tautschnig, 2014), the

Efficient SMT-based Bounded Model Checker (ESBMC) (Gadelha et al., 2018),

and the Configurable Program Analysis Checker (CPAchecker).

Note that in this study, our focus is not on a novel mathematical modelling

of PV systems. Instead, our novelty relies on an effective approach to perform

validation of PV systems using software model checking, in a process that is

intended to be done just after the system sizing, prior to buying equipment and

deploying it in the field, as a safe approach to ensure the intended behavior.

Here we compare model checking with simulation tools. However how they

work is completely different. On one hand, simulation depends on the choice of

input variables (and their values) in order to obtain the output. On the other

hand, model checking performs an exhaustive search with the goal of proving

or violating a given property. In the latter case, if the property is violated (an

unexpected behavior of the system), then the model checker presents the input
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that causes such a violation. Therefore, we can prove the absence of system

flaws using model checking.

In prior studies, the evaluation of PV systems w.r.t. user requirements were

performed by simulation tools using MATLAB/Simulink (Benatiallah et al.,

2017; Natsheh and Albarbar, 2012), or HOMER Pro (Lamnadi et al., 2017),

where some mathematical model was adopted and the tool simulated the PV

behavior over the time. Related to formal methods, in 2015, an approach for

applying Monte-Carlo simulation to power system protection schemes presented

limitations of incomplete coverage of all possible operating conditions (Sengupta

et al., 2015). The authors proposed an automated simulation-based verification

technique to verify correctness of protection settings using hybrid automata-

temporal-logic framework. In 2017, a researcher suggested the application of

formal methods to verify and control the behavior of computational devices

interacting over a shared-smart infrastructure (Abate, 2017). The author dis-

cussed the aggregation of large populations of thermostatically-controlled loads

and of PV panels, and the corresponding problems of energy management in

smart buildings and smart grids. The author used approximate model check-

ing of stochastic and hybrid models. In 2018, a verification methodology was

proposed with applications to PV panels and its distributed power point track-

ing (Driouich et al., 2018). This approach relied on representing unpredictable

behavior of the environment to cover all possible feasible scenarios. The sim-

ulation results obtained by JModelica had evident time consuming issue with

almost three days of computer effort to verify the design space of one operation

hour of the PV panels behavior. Another work from 2018 was the approach

to modeling smart grid components using a formal specification. The authors

used a state-based formal specification language named Z; they demonstrated

the application to four smart grid components (Akram and Niazi, 2018). This

approach is based on Petri nets.

This paper makes two main contributions. Firstly, we propose an algorithm

written in language C that implements the automated verification method which

formally checks the sizing and the operation of a given stand-alone PV system.
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Secondly, we evaluate the verification method by comparing three state-of-the-

art model checkers in five real case studies.

Outline. Section 2 gives the background about solar PV systems, design and

validation of PV systems, and the mathematical modeling. Section 3 presents

the automated verification technique. The methodology is presented in sec-

tion 4. Section 5 is devoted to the results. Section 6 presents the conclusion

and describes future work.

2. Solar Photovoltaic System

PV systems are classified into distinct types (Mohanty et al., 2016). Specif-

ically for remote rural areas of developing countries or places where the grid

extension is not feasible, the most suitable configuration is the regulated stand-

alone system with battery and AC load.

2.1. Sizing and Simulation of Stand-alone Solar PV systems

The sizing and validation of a PV system can be done by hand or with the

aid of tools. Here we reference the critical period (Pinho and Galdino, 2014) as

an effective method to stand-alone PV sizing.

The most popular softwares are summarized at Table 1: PVWatts, SAM,

HOMER, RETScreen, and Hybrid2 (Pradhan et al., 2015; Swarnkar et al., 2016;

Dobos, 2014; Blair et al., 2014; Mills and Al-Hallaj, 2004). As highlights, only

HOMER and Hybrid2 perform off-grid system with battery backup analysis.

Hybrid2 is not supported anymore, being in disuse since that not work on Win-

dows platforms later than Windows XP (University of Massachusetts, 2016;

Pinho and Galdino, 2014). Additionally, HOMER and RETScreen include eco-

nomical analysis or even optimization-sensitive analysis. However, commercial

version of those tools, called RETScreen Expert and HOMER Pro, are available

only for Microsoft Windows and the annual subscription typically range from

US$504.00 to US$657.00. In this study, HOMER was chosen to comparative

with our proposed verification approach (Section 5.3).
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Table 1: Comparative coverage of reference simulation software
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Support X X X X

Off-grid systems X X X

Hybrid systems X X X

Photovoltaics X X X X X

Batteries X X

Main technical (T)

or economical(E)
T T E E T

Optimization X X

Sensitive analysis X X

2.2. Component models for a stand-alone PV system

A stand-alone PV system is illustrated in Fig.1. The PV generator is a

semiconductor device that can convert solar energy into DC electricity, with

high dependence on two weather variables from the site, where the system is

deployed: solar irradiance G and temperature T . For night hours or rainy days,

power stored in batteries can be used and it implies the presence of a charge

controller (Hansen et al., 2001). The PV arrays produce DC and therefore when

the PV system contains an AC load, a DC/AC conversion is required (inverter).

The AC load dictates the behavior of AC electrical load from the house that

will be fed by the system. In this pictured modular structure, every element

produces/consumes current I and voltage V , as illustrated by their physical

magnitudes, where pv means photovoltaic, bat is battery, dc is direct, and ac is

alternating signals.
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Figure 1: Block diagram for a typical stand-alone PV system, adapted from (Hansen et al.,

2001).

2.3. PV System Model

Mathematical models are required in order to allow the formal specification

of the PV system. At this section we will summarize the models adopted at the

paper.

PV modules: a wide variety of models exists. However, the present work

will rely on the simplified model of 1-diode, illustrated in Fig. 2. This model has

a small error rate, between 0.03% and 4.68% from selected PV panels tested (Sa-

loux et al., 2011).

Figure 2: 1-diode equivalent PV cell/panel circuit model, adapted from (Cubas et al., 2017).

The Eq. (1) relates the output current, I, to the output voltage, V .

I = Iph − ID1 = Iph − I0

[
exp

(
V

NaVT

)]
, (1)

where Iph is the photocurrent delivered by the constant current source; I0 is the

reverse saturation current corresponding to the diode; N is the number of series-

connected cells; a is the ideality or quality factor (a = 1 for ideal diodes and

7



between 1 and 2 for real diodes); VT is the thermal voltage (VT = kBT/q); kB

is the Boltzmann constant (1.3806503 × 10−23 J/K); T the temperature of cell

in Kelvin; q is absolute value of the electron’s charge (−1.60217646× 10−19 C).

The voltage and the current at the maximum power point tracking (MPPT),

can be described by Eq. (2), and Eq. (3) (Saloux et al., 2011):

Vm =
aNkBT

q
ln

(
aNkBT

qI0

Isc
Voc

)
. (2)

Im = Iph + I0 −
aNkBT

q

(
Isc
Voc

)
. (3)

However, the photo-current delivered by the constant current source (Iph)

or even the reverse saturation current (I0) are not given by PV manufactur-

ers. Therefore, Eq. (4) is used to calculate the photo-current as function of

irradiance and temperature (Villalva et al., 2009):

Iph =
G

Gref
[Iph,ref + µI (T − Tref )] , (4)

where the reference state (STC) of the cell is given by the solar irradiance

Gref = 1000 W/m2 and the temperature Tref = 298.15K(= 25o C); µI is

the short-circuit current temperature coefficient (A/K); Iph,ref can be approxi-

mated to the reference short-circuit current (Isc,ref )(Villalva et al., 2009). The

cell temperature (T ) in degree Celsius is described by Eq. 5 (Ross, 1980):

T = Tair +
NOCT − 20

800
G, (5)

where Tair is the ambient temperature, NOCT is the nominal operating cell

temperature (in oC), and G is the solar irradiance (W/m2) of the place where

the PV system is deployed.

Furthermore, Eq. (6) permits the saturation current (I0) to be expressed

as a function of the cell temperature as (Villalva et al., 2009)

I0 =
Isc,ref + µI(T − Tref )

exp

[
q(Voc,ref + µV (T − Tref ))

aNkBT

]
− 1

, (6)
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where Voc,ref is the reference open-circuit voltage and µV is an open-circuit

voltage temperature coefficient (V/K).

Using the maximum power point current, cf. Eq. (3), and the saturation

current in the reference temperature given by Eq. (6), the diode ideality fac-

tor (Saloux et al., 2011) is determined by Eq. (7):

a =
q(Vm,ref − Voc,ref )

NkBT

1

ln

(
1 − Im,ref

Isc,ref

) , (7)

where Vmref , Voc,ref , Im,ref , and Isc,ref are key cell values obtained under both

actual cell temperature and solar irradiance conditions.

Related to the batteries, various models have been described in the litera-

ture and the most common ones are based on lead-acid batteries (Copetti et al.,

1993; Pinho and Galdino, 2014); that kind of battery has relative low cost and

wide availability (Copetti et al., 1993). Here, the model adopted uses only man-

ufacturer’s data without empirical tests (Copetti et al., 1993). The discharge

voltage is described by Eq. (8).

Vd = [2.085 − 0.12(1 − SOC)]− I

C10

(
4

1 + I1.3
+

0.27

SOC1.5
+ 0.02

)
(1−0.007∆T ),

(8)

where C10 means 10 h of rated capacity (manufacturer’s data-sheet), ∆T is

temperature variation (∆T = T − Tref ), SOC or state of charge indicates how

much electric charge is stored in the cell at a given time. The depth of discharge

(DOD) or the fraction of discharge, is DOC = 1 − SOC.

For the charging process, the parameters are described by Eq. (9) as

Vc = [2+0.16SOC]+
I

C10

(
6

1 + I0.86
+

0.48

(1 − SOC)1.2
+ 0.036

)
(1−0.025∆T ).

(9)

The charge controller or controller is the responsible to manage the en-

ergy flow to PV system, batteries and loads by collecting information on the

battery voltage and knowing the maximum and minimum values acceptable for
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Table 2: Summary of the controller process (adapted from (Hansen et al., 2001))

Step Constraint Command

(1)
If V > Vmax off

and Iload < Ipv

Disconnect PV array

from the system

(2)
If command (1) is

done and V < Vmax on

Reconnect PV array

to the system

(3)
If V < Vmin off and

Iload > Ipv

Disconnect the load

from the system

(4)
If command (3) is

done and V > Vmin on

Reconnect the load

to the system

the battery voltage. Controllers with MPPT mechanism are the mostly used

nowadays, and it maintains the PV operating at the stage of maximum power.

The steps in the modeling of the controller process are summarized in Ta-

ble 2. To protect the battery against an excessive charge, the PV arrays are

disconnected from the system, when the terminal voltage increases above a

certain threshold Vmax off and when the current required by the load is less

than the current delivered by the PV arrays (Hansen et al., 2001). PV arrays

are connected again when the terminal voltage decreases below a certain value

Vmax on. In order to protect the battery against excessive discharge, the load is

disconnected when the terminal voltage falls below a certain threshold Vmin off

and when the current required by the load is larger than the current delivered

by the PV arrays (Hansen et al., 2001). The load is reconnected to the system,

when the terminal voltage is above a certain value Vmin on.

The output power (Pout) of controller is given by Eq. (10).

Pinηc = Pout. (10)

Assuming that the efficiency of the controller (ηc) is a manufacturer’s data,

from Eq. (10) we compute Eq. (11).

VinIinηc = VoutIout, (11)
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where Vin is the voltage across the PV array, Iin is the output current of PV

array, Vout is the DC bus voltage, and Iout is the output current from the

converter.

The role of the inverter is to keep the voltage constant on the AC side,

and to convert the input power Pin into the output power Pout with the best

possible efficiency ηi as described by (12) (Hansen et al., 2001):

ηi =
Pout

Pin
=
VACIACcosϕ

VDCIDC
, (12)

where IDC is the current required by the inverter from the DC source to be

able to keep the rated voltage on the AC side, VDC is the input voltage to the

inverter delivered by the DC source (PV panel or battery), VAC and IAC are

the output voltage and current, respectively, and cosϕ can be obtained from the

inverter’s manual.

2.4. Availability of Stand-alone PV Systems

The availability of a stand-alone PV system can be defined as the percent-

age of time at which a power system is capable of meeting the load require-

ments (Khatib and Elmenreich, 2014). The number of hours that the system is

available, divided by 8,760 h, gives the annual system availability. The system

availability definition depends on how critical the load application is. For crit-

ical loads, 99% is considered acceptable. While in a ordinary house electrical

load, 95% is considered acceptable.

3. Automated Verification Using Model Checking

Although simulation and testing explore possible behaviors and scenarios of

a given system, they leave open the question of whether unexplored trajecto-

ries may contain a flaw (Clarke et al., 2018). Formal verification conducts an

exhaustive exploration of all possible behaviors; when a design is said to be “cor-

rect” by a formal verification method, it implies that all behaviors have been

explored; questions regarding adequate coverage or missed behavior becomes
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irrelevant (Clarke et al., 2012). Formal verification is a systematic approach

that applies mathematical reasoning to obtain guarantees about the correctness

of a system; one successful method in this domain is model checking (Clarke

et al., 2012). Here we evaluate three state-of-the-art model checkers to formally

verifying PV designs w.r.t. user requirements.

3.1. CBMC

The C Bounded Model Checker (CBMC) falsifies assertions in C programs

or proves that they are safe if a completeness threshold is given (Kroening and

Tautschnig, 2014). CBMC implements a bit-precise translation of a C program,

annotated with assertions and with loops unrolled up to a given depth, into a

logical formula. If the formula is satisfiable, then a failing execution that leads

to a violated assertion exists (Kroening and Tautschnig, 2014). CBMC’s verifi-

cation flow can be summarized in three stages: (i) Front-end: scans, parses and

type-checks C code; it converts control flow elements, such as if or switch state-

ments, loops and jumps, into equivalent guarded goto statements, thus aiming

to reduce verification effort; (ii) Middle-end: performs symbolic execution by

eagerly unwinding loops up to a fixed bound, which can be specified by the user

on a per-loop basis or globally, for all loops and finally; (iv) Back-end: supports

SAT and SMT solvers to discharge verification conditions.

3.2. ESBMC

The Efficient SMT-based Bounded Model Checker (ESBMC) is a bounded

and unbounded model checker for C programs (Gadelha et al., 2018), which

supports the verification of LTL properties with bounded traces (Morse et al.,

2015). ESBMC’s verification flow can be summarized in three stages: (i) a front-

end that can read and compile C code, where the system formal specification is

first handled; (ii) preprocessing steps to deal with code representation, control

flow and unwinding of loops, and model simplification, thereby aiming to reduce

verification effort; and finally (iii) the SMT solving stage, where all constraints
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and properties of the system are encoded into SMT and checked for satisfiabil-

ity. ESBMC exploits the standardized input language of SMT solvers (SMT-

LIB1 logic format) to make use of a resource called assertion stack (Morse,

2015). This enables ESBMC, and the respective solver, to learn from previous

checks, thus optimizing the search procedure and potentially eliminating a large

amount of formula state space to be searched, because it solves and disregards

data during the process, incrementally. This technique is called “incremental

SMT” (Schrammel et al., 2017) and allows ESBMC to reduce the memory over-

head, mainly when the verified system is complex and the computing platform

does not have large amount of memory to deal with the entire design space

state.

3.3. CPAchecker

Automatic program verification requires a choice between precision and ef-

ficiency. Historically, this trade-off was reflected in two major approaches to

static verification: program analysis and model checking. In order to experi-

ment with the trade-off, and in order to be able to set the dial between the two

extreme points, Configurable Program Analysis (CPA) provides a conceptual

basis for expressing different verification approaches in the same formal setting.

The CPA formalism provides an interface for the definition of program analyses.

Consequently, CPAchecker provides an implementation framework that allows

the seamless integration of program analyses that are expressed in the CPA

framework. The comparison among different approaches in the same experi-

mental setting is intended to be easy and the experimental results are expected

to be more meaningful (Beyer and Keremoglu, 2011). Related to the architec-

ture, the central data structure is a set of control-flow automata (CFA), which

consists of control-flow locations and control-flow edges. The CPA framework

provides interfaces to SMT solvers and interpolation procedures (Beyer and

Keremoglu, 2011).

1http://smtlib.cs.uiowa.edu/
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4. Proposed Automated Verification Method of PV Systems

Note that the steps described here are carried out shortly after the design of

the solar PV system, as soon as the equipment and its specifications are defined,

i.e., before buying and deploying them, as a safe approach to ensure that the

project will succeed.

The flowchart of the automated verification method is illustrated in Fig. 3.

Figure 3: Flowchart of the proposed automated verification of PV systems.

In Step 1, the PV input data (e.g., load power demand and load energy

consumption) and the formulae to check the sizing project, the mathematical

model, the limits of the weather non-deterministic variables, are all written as

an ANSI-C code (ISO, 2018). In Step 2, the sizing check of the PV system

takes place: it will indicate if there is an error of sizing before to perform the

automated verification of the system. This stage ensures that the system meets

the standard project steps related to critical period method of sizing (Pinho and

Galdino, 2014). In Step 3, weather variables (e.g., solar irradiance and ambient

temperature) will be systematically explored by our verification engine based
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on maximum and minimum values from the site, where the PV system will be

deployed. In addition, depending on one of the desired properties of the system

such as battery autonomy, energy availability, or even system power supply, our

verification engine is able to indicate a failure if those properties are not met;

in this particular case, it provides a diagnostic counterexample that shows in

which conditions the property violation occurred.

In a nutshell, the model checker will process the ANSI-C code with con-

straints and properties from the PV system, and the tool will automatically

verify if the PV system requirements are met. If it returns a failure (i.e., SAT),

then the tool provides a counterexample, i.e., a sequence of states that leads to

the property violation; this information can be used as a feedback to improve the

PV system design. However, if the verification succeeds (i.e., UNSAT), there is

no failure up to the bound k; therefore, the PV system will present its intended

behavior up to the bound k.

Algorithm 1 describes the equivalent pseudo-code. In order to reduce the

computational effort of the algorithm, every 24 h-day was considered as a time-

step of 1 hour, and it was split into two parts: (a) one where it is possible to

occur PV generation, during daylight, with a duration in hours depending on

each site (but dependent on the sun and weather conditions); and (b) one that

includes all the remaining day (without any PV generation), when the batteries

are demanded to feed the house.

Lines 1 is devoted to information from the location where the PV system

will be/were deployed. We use annual average minimum and maximum, related

to temperature (T ) and solar irradiance (G), hour by hour, from (Weatherbase,

2018), and (EnergyPlus, 2018).

Line 2 represents all the information that comes from the PV sizing and from

the equipment manufacturers data: specification and data from PV, batteries,

inverter and charge controller. This item includes as well information from the

house’s load curve.

In our study, we estimated load curves based on survey and visiting per-

formed in June of 2017, and the the estimated load curve was converted as
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vectors with 24 positions, one to each house of the day (in Watts):

• House 1: [118, 118, 118, 46, 46, 46, 95, 95, 170, 170, 296, 242, 242, 95, 95,

95, 95, 95, 342, 288, 288, 288, 288, 118];

• House 2: [136, 136, 136, 136, 136, 136, 67, 67, 184, 184, 184, 184, 184, 67,

67, 67, 67, 67, 253, 253, 253, 253, 253, 136];

• House 3: [113, 113, 113, 113, 113, 113, 67, 67, 217, 97, 97, 97, 97, 97, 97,

97, 97, 97, 263, 113, 113, 113, 113, 113];

• House 4: [207, 207, 207, 135, 135, 135, 66, 66, 161, 161, 233, 253, 248, 66,

66, 66, 66, 66, 302, 317, 322, 302, 302, 207];

• House 5: [45, 16, 16, 16, 16, 16, 0, 0, 0, 72, 72, 222, 150, 150, 0, 0, 72, 72,

814, 814, 814, 742, 742, 16].

The first automated verification is related to the sizing check (line 3), if an

error is found then the algorithm stops. Then two functions, called at lines 4

and 5, are responsible for discover which hour starts the PV generation and

when stops. Those functions get this information from the array inputted to

the Algorithm with the solar irradiance values.

The batteries are assumed to be charged, i.e., with SOC of 100% (line 6).

The first for-loop at line 7 controls how many cycles of 24 h will be per-

formed by the Algorithm. And the for-loop from lines 8 to 11 is responsible to

discharge the battery (according the load curve) and verify the state of charge

of the battery, hour-by-hour, starting at the first hour of the day after the sun

goes down until the next day before the sun goes up (without PV generation).

Following, at the next for-loop, from line 12 to 29, is performed the verification

where there is solar irradiance and all the PV system works. The Algorithm gen-

erates information related to average temperature (T ) and solar irradiance (G),

hour-by-hour, using non-deterministic variables from model checker to explore

all possible states and the assume macro to constrain the non-deterministic

values using a given range (lines 15 and 16).
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After that, the model from PV generator is used in the function call of line

17, to produce the voltage and current considering the states of G and T . With

respect to every hour considered, the conditional if-elseif-endif statements from

lines 18, 20, 22, 24 and 26, will imitate the charge controller work, performing

the charge or discharge of batteries according to the value of different variables:

if there is PV generation, the updated state of charge from batteries, the house’s

load and the set-up information of the PV system.

At the end of last for-loop, the state of the batteries is verified again (line

27) and the hour is adjusted to the next loop (line 28).

Nevertheless, if the verification engine does not fail, we can conclude that

the PV system does not need further corrections up to the given bound k.

5. Verification and Simulation Results

5.1. Description of the Case Studies

We have performed five case studies to evaluate the proposed approach as

described in Table 3. Power peak, power surge, and energy consumption were

estimated based on visiting and survey applied to each house in June 2017

(before the electrification).

5.2. Objectives and Setup

We aim to answer two research questions:

RQ1 (soundness) Does our automated verification approach provide correct

results?

RQ2 (performance) How do the verifiers compare to each other and to a

simulation commercial tool?

All experiments were conducted on an otherwise idle Intel Xeon CPU E5-

4617 (8-cores) with 2.90 GHz and 64 GB of RAM, running Ubuntu 16.04 LTS

64-bits. The setup of HOMER Pro v3.12.0: Intel Core i5-4210 (4-cores), with 1.7

GHz and 4 GB of RAM, running Windows 10. The experiments were performed

with timeout of 14,400 seconds.
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Algorithm 1 Model checking algorithm for stand-alone PV
1: declaremin andmax solar irradiation[24h], and temperature[24h]

2: declare case studies details : sizing andmanufacturers data

3: sizing check()

4: startPV generation← findStartPV generation()

5: endPV generation← findEndPV generation()

6: SOC ← 100%

7: for 1st 24h loop to Nth 24h loop do

8: for endPV generation + 1 to startPV generation− 1 do

9: dischargeBattery in 1h()

10: assert(SOC ≥ SOC min)

11: end for

12: for startPV generation to endPV generation do

13: G← nondet uint( ) {G is non-deterministic variable}

14: T ← nondet uint( ) {T is non-deterministic variable}

15: assume (Gmin ≤ G ≤ Gmax) {restricting G values}

16: assume (Tmin ≤ T ≤ Tmax) {restricting T values}

17: Imax, V max← PV generationMODEL(G, T )

{If-then-else sequence to imitate charge controller work}

18: if (battery is empty) AND (PV is generating) then

19: chargeBattery in 1h() {PV feed the house}

20: else if (battery is empty) AND NOT(PV is generating) then

21: FAIL with assert macro {Battery is empty and there is not PV generation}

22: else if NOT(battery is empty) AND (PV is generating) then

23: stop battery charge {PV feed the house}

24: else if NOT(battery is empty) AND NOT(PV is generating) then

25: dischargeBattery in 1h() {Battery feed the house}

26: end if

27: assert(SOC ≥ SOC min)

28: hour ← hour + 1

29: end for

30: end for

31: return ( )

18



Table 3: Case studies: stand-alone solar PV systems.

Item House 1 House 2 House 3 House 4 House 5

PV Panels 3×325 W: (3S) 4×325 W: (2S-2P)

Batteries
4×220 Ah: (2S-2P)

autonomy: 48 h

4×120 Ah: (4S)

autonomy: 6 h

Charge Controller With MPPT of 150 V/35 A

Inverter 700 W, surge: 1,600 W 1,200 W, surge: 1,600 W

Power peak (W) 342 253 263 322 814

Power surge (W) 342 722 732 896 980

Consumption

(kWh/day)
3.9 3.6 2.5 4.3 4.88

GPS Coordinates 2o44’50.0”S 60o25’47.8”W
3o4’20.208”S

60o0’30.168”W

Details
Riverside indigenous community

Rural Area of Manaus - Brazil

Urban house

Manaus-Amazonas-Brazil

Legend: (S): Series; (P): Parallel.

Verification engine ESBMC, version v6.0.0 was used with the SMT solver

Boolector version 3.0.1 (Brummayer and Biere, 2009)2; and an alternative ES-

BMC v6.0.0 was used with the SMT incremental mode3 enabled; with SMT

solver Z3 version 4.7.1 (Moura and Bjørner, 2008).

Verification engine CBMC 5.11 and MiniSat 2.2.1 were used in the compar-

ison (Kroening and Tautschnig, 2014)4.

Verification engine CPAchecker 1.8 was used 5, with the SMT solver Math-

SAT version 5.5.3 (Cimatti et al., 2013). An alternative CPAchecker configura-

tion was tried as well, using BMC k-induction option, but without improvements

of performance or soundness.

Note that the results presented here depend on the computer’s proces-

sor and memory, the version of each software verifier (i.e., CBMC, ESBMC,

2Command-line: $ esbmc filename.c --no-bounds-check --no-pointer-check --unwind 100

--boolector
3Command-line: $ esbmc filename.c --no-bounds-check --no-pointer-check --unwind 100

--smt-during-symex --smt-symex-guard --z3
4Command-line: $ cbmc filename.c --unwind 100 --trace
5Command-line: $ scripts/cpa.sh -heap 64000m -stack 10240k -config config/bmc-

incremental.properties -spec config/specification/sv-comp-reachability.spc filename.c
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Table 4: Summary of the case-studies comparative and the automated tools.

Model Checker (SAT/UNSAT: time and message)

Case
ESBMC 6.0.0

(Boolector 3.0.1)

ESBMC 6.0.0

(Z3 4.7.1)

CBMC 5.11

(MiniSat 2.2.1)

CPAchecker 1.8

(MathSAT 5.5.3)

House 1
Out of memory

(UNKNOWN)

05 m 08 s

(UNSAT)

19 m 02 s

(UNSAT)

Time out

(UNKNOWN)

House 2
Out of memory

(UNKNOWN)

04 m 27 s

(UNSAT)

18 m 59 s

(UNSAT)

Time out

(UNKNOWN)

House 3
Out of memory

(UNKNOWN)

05 m 07 s

(UNSAT)

18 m 39 s

(UNSAT)

Time out

(UNKNOWN)

House 4
Out of memory

(UNKNOWN)

04 m 37 s

(UNSAT)

18 m 36 s

(UNSAT)

Time out

(UNKNOWN)

House 5
Out of memory

(UNKNOWN)

≤ 1 sec

(SAT Line 337)

≤ 1 sec

(SAT Line 337)

6 sec

(SAT line 337)

CPAchecker), the parameters passed by the command-line, and the implemented

model (software created by authors) to be solved. Additionally, any change from

HOMER Pro to another simulation tool can also influence the measured time

to obtain results.

5.3. Results and Discussion

Table 4 summarizes the results. The times reported in Table 4 answer RQ2.

Note that an UNKNOWN result from our verification engines does not mean

that a failure was found neither that the verification is successful: it indicates

that the verification engine led to an out of memory or a time out situation.

The description of our results can be broken down into three parts, one for

each verification engine: ESBMC, CBMC, and CPAchecker.

Related to ESBMC, we have tried two possibilities: one with Boolector and

another one with Z3. The incremental option, which uses less memory, can be

performed with Z3 only since ESBMC does not support the incremental mode

with Boolector yet. Using ESBMC with Boolector led to an out of memory

situation in all the case studies. This result was obtained in less than six minutes

of execution, i.e., the 64 GB of RAM were consumed by the verification engine

and the processes were killed, thus leading to an UNKNOWN result returned

by ESBMC as shown in the first column of Table 4. However, running the same
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version of ESBMC but using incremental solving with Z3, the experimentation

returned SAT or UNSAT to all the case studies. Related to the cases that

use a 700 W PV system, ESBMC could not reach an error in all the four

houses and the execution time took from 04 m 27 s to 05 m 08 s. However

the 1,200 W PV system (house 5) failed (SAT) in line 337 of the code, thereby

indicating that the system is incorrectly sized; in particular, the counterexample

provided by the verification engine indicated that the nominal current from the

charge controller is less than the minimum current demanded by the PV system,

therefore the equipment chosen is not suitable to meet the design requirements.

This verification took less than 1 s to be performed, as indicated in the last line

of Table 4, and it is faster than the previous analysis because ESBMC stops

during the sizing check, which is in line 3 of Algorithm 1, and does not perform

the rest of verification code.

Concerning the CBMC tool, similar results were obtained, but with some

slower time. The experimentation returned SAT or UNSAT to all the case

studies. Related to the 700 W PV systems, the tool could not reach an error in

all the four houses and the execution time took from 18 m 36 s to 19 m 02 s.

However the 1,200 W PV system (house 5) failed (SAT) in line 337 of the code;

with the same counterexample presented by ESBMC. This verification took less

than 1 s to be performed as well.

Finally, the CPAchecker tool presented some different results. Even using

two different configuration possibilities, as described in Section 5.2, the verifica-

tion engine presented an UNKNOWN result for all the 700 W systems. This is

because the time out limit was reached, i.e., after 4 hours of execution the tool

was unable to decide if the verification was SAT or UNSAT. However, when

verifying the 1,200 W PV system, the tool presented a SAT message equal to

the other engines.

In order to validate the possible flaw from house 5, we have surveyed the

owner of the 1,200 W system. We identified that, in fact, the system does not

meet the battery autonomy when all loads are turned on, and this was double

checked with the monitoring system from the charge controller, which showed
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that the maximum power or surge power were not exceeded, thus affirming RQ1;

this behavior is expected since the system was purchased as an off-the-shelf

solution and not as a customized design for the electrical charges of the house.

The same process of validation was done to the houses 1, 2, 3 and 4, which use

the 700 W PV systems: from July of 2018 to March 2019, a monthly visiting

was performed to apply surveys to the dwellers and to collect data from a local

monitoring system: not every month were reported some energy interruption of

the PV systems. However, even when one interruption is reported in a month,

this represents around 3.33% of interruption for the entire period (1/30), which

indicates 96.97% of availability of the PV system and it is in accordance to what

was described in Section 2.4, because the type of electrical load of the houses

is not critical; this situation is considered an energy interruption, but is not

considered a system flaw, further affirming RQ1.

The same five case studies were evaluated by HOMER Pro (RQ2). The

simulation results showed that the project restrictions were met by four 700

W PV systems (house 1, 2, 3 and 4), without any indication of sizing error or

even performance related issues. The case study that was unsuccessful during

simulation was the 1,200 W (house 5); however, without any indication about

the failures of this PV system (RQ2). All the simulations took less than 5

seconds (each) to be performed by HOMER Pro.

There were no divergence of results for the houses 1, 2, 3 and 4 w.r.t. our

proposed approach, it is evident that the information collected from the dwellers

and from the monitoring systems indicate that our approach provides the cor-

rect evaluation of the PV system, thus answering RQ2. House 5 presented flaws

from all tools (automated verified or simulation); however, only automated ver-

ification approaches indicated which design error was responsible for the flaw

(charge controller specification), further answering RQ2.

5.4. Threats to Validity

We have reported a favorable assessment of the proposed method. Never-

theless, we have also identified five threats to the validity of our results that can
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further be assessed.

Model precision: each component of the PV system is mathematically mod-

eled. The adoption of more complex models, or even an evaluation in a PV

laboratory to validate the model could add more reliability to the results.

Time step: The run-time complexity of our proposed method is an issue;

the time step of one hour can be further reduced to approximate the algorithm

to the real-world scenario.

Case studies: Our case studies are performed only in one municipality. A

more complete evaluation can be performed with more case studies.

Simulation Tool: Only HOMER Pro was used. The inclusion of other spe-

cialized simulation tool or even a general simulation tool that uses the same

mathematical model adopted by the automated verification could change the

comparative.

Temperature and Solar Irradiance Data: Information related to temperature

and solar irradiance of each case study, independently of using simulation or

formal verification, come from databases available online (Weatherbase, 2018;

EnergyPlus, 2018). However, considering that riverside communities do not

have weather stations, the data used in our study come from the closest mu-

nicipality (Manaus in all case studies), where stations collect regularly those

data. Therefore, the most accurate should be the use of weather stations in

each location.

6. Conclusions and Future Work

We have described and evaluated an automated verification method to check

whether a given PV system meets its specification using software model checking

techniques. Our main focus was on the method to validate PV system projects,

based on software model checking, which can cover the design-space better than

simulation tools. We have considered five case studies, ranging from 253 W to

814 W; three state-of-art verification engines were considered (ESBMC, CBMC,

and CPAchecker); and one specialized simulation tool (HOMER Pro). The ex-
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perimental results from automated verification and simulation tools were com-

pared with information collected from dwelles of the sites, where the real PV

systems were deployed. Although the verification method proposed takes longer

than simulation methods, it is able to present details that lead to failures in a PV

system that is not a feature presented in commercial simulation tool. In partic-

ular, the proposed method was successful in finding sizing errors and indicating

in details. Related to the verification engines comparative, the ESBMC with the

Z3 solver executed in the incremental configuration presented the better per-

formance (around four times faster than CBMC), used less RAM memory (less

than 2 GB when compared to 9.2 GB of CBMC and 19.2 GB of CPAchecker),

and all the results were sound because the PV owners and the monitoring sys-

tem validated the possible flaws that the system could be presenting in the

field. As future work, we will expand the number of case studies (preferentially

in different countries), develop the code of a general purpose simulation tool to

include in the comparative, and also consider other types of renewable energy

and even hybrid ones to allow our method to verify typical rural electrification.
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