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Abstract Currently, digital filters are employed in a wide range of signal processing applications, using fixed- and floating-point processors. Regarding the former, some filter implementations may be highly prone to errors, due to problems related to finite word-length. In particular, signal processing modules may produce overflows and unwanted noise, which are caused by quantization and round-off effects, during accumulative-addition and multiplication operations. As a consequence, the system output may overflow or even keep oscillating, which compromises the expected system performance. The present paper addresses this problem and proposes a new methodology for verifying digital filters, called Digital Systems Verifier, which is based on state-of-the-art bounded model checkers that support full C and employ solvers for boolean satisfiability and satisfiability modulo theories. In addition to verifying overflow and limit-cycle occurrences, the present approach can also check output errors and time constraints, based on discrete-time models implemented in C. Experiments conducted during this work show that the proposed methodology is effective, when finding realistic design errors with respect to fixed-point implementations of digital filters. Going further than previous attempts, the present results suggest that the proposed method, in addition to helping de-
signers in determining the number of bits for fixed-point representations, can also aid in defining details about filter realization and structure.
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1 Introduction

In digital signal processing, a digital filter is a system that performs operations on discrete signals, in order to modify or improve some of their aspects. It can be classified into two types: infinite impulse response (IIR) or finite impulse response (FIR), differing by the presence or not of feedback, respectively. One of the most common procedures performed by digital filters, for instance, is to narrow or shape signal bandwidths, with the goal of discarding undesired information.

Digital filters have been used in a great variety of applications, mainly due to their reduced computational complexity and flexibility, which is reinforced by the availability of digital signal processor (DSP) and field programmable gate array (FPGA) devices. Regarding the first, they are split into two categories: fixed- and floating-point, which refer to the format used for storing and processing numerical-data representations. In fixed-point arithmetic, gaps between adjacent number representations are normally equal; floating-point arithmetic, in turn, results in nonuniform gaps, which are about ten million times smaller than a given number magnitude, depending on the floating point precision [1].

Typically, dynamic range, precision, ease of development, and cost considerations are used for determining the most interesting approach. For example, fixed-point devices provide low-cost products and normally incur higher development costs, which are suitable for high-volume applications; however, floating-point devices result in higher product costs, while presenting shorter development cycles and higher precision, which may be acceptable for high-value applications. In summary, the data to be processed and the target application define the need for fixed- or floating-point processors.

It is worth noticing that even with the current increased-availability of floating-point devices, which may also include optimized modules for complex-number manipulation, the high speed of fixed-point processors, in combination with their reduced cost, still make them a good choice for embedded digital filter design.

Both fixed- and floating-point implementations suffer from quantization errors; however, the latter normally presents better precision and higher dynamic range. Indeed, larger gaps in fixed-point approaches result in smaller signal-to-noise ratio (SNR) figures, and, due to that, nonlinearities, round-off errors, and overflows are much more pronounced, all caused by consecutive multiplication and addition operations using finite word-length, which might affect the desired filter behavior. For instance, regarding direct form realiza-
tions, only a small change on filter coefficients, due to quantization, has the potential to cause large changes in pole and zero locations [2].

In addition, different filter types present different problems. For example, IIR filters might suffer from serious oscillations in their outputs, even for zero input signals, which is a phenomenon known as limit cycle [3–6]. In summary, limit cycles are oscillations that appear due to rounding, truncation or overflow (nonlinearities), regarding internal filter computations, even if a given filter is stable, due to the feedback branch. FIR filters, in turn, do not suffer from such limit cycle effects, but might have other issues caused by finite word-length limitations (e.g., frequency response modification).

There are many studies about quantization and limit cycle effects in digital filters, along with techniques to reduce their effects [7] or guarantee their absence [8–11]. Generally, limit cycles can be avoided by increasing the system word-length or applying scaling and saturation; however, those solutions present some drawbacks. The first may extrapolate the representation provided by the underlying architecture, and the second has the potential to decrease the SNR. As a consequence, the related error magnitude should then be verified, in order to ensure that it is at an acceptable level. It is also possible to use noise shaping [12], where quantization errors go through a feedback loop and, consequently, a very high SNR ratio is obtained, which greatly reduces limit cycle occurrences.

Another important property, which arises when implementing digital filters for real-time applications, is the time constraint [13]. In a real-time system, which may consist of other tasks beyond simple filtering, high sample rates will require more processing resources; therefore, the use of high sample rates may be insufficient to execute tasks and may also degrade the expected system performance. Indeed, time constraints verification is of paramount importance for real-time systems and, although not directly related to digital filters, it is often addressed during their design, in order to ensure the desired system behavior.

Normally, filter designers employ advanced tools for defining filter parameters, according to the desired operation in time and frequency domains, and use simulation software for validating their behavior, along with extensive testing. However, in most cases, floating-point arithmetic is considered during calculations, which can lead to wrong assumptions about filter performance.

There are a few tools for simulating systems using fixed-point arithmetic [14–16], which can be employed during filter design. As an example, Sung and Kum [17] proposed search algorithms to determine the minimum word-length bound, through a simulation-based approach. Nguyen, Menard, and Sentieys [18] also proposed faster word-length optimization algorithms, when compared to Sung and Kum’s approach, which are based on iterative stochastic local searches. However, simulation (and testing) can lead to a limited number of scenarios and inputs, which normally do not exploit all possible behaviors that a system can exhibit and take long to complete. Analytical approaches may also be employed [19], which significantly reduces evaluation times. Hence, just performing frequency domain graphical analysis and simulations might not be
enough to discover possible problems related to finite word-length, as well as filter time constraints.

Recently, Cox et al. [20,21] proposed the verification of fixed-point implementations of IIR digital filters, which is based on bounded model checking (BMC) [22] and applies modern satisfiability modulo theory (SMT) [23] solvers, in order to check for verification conditions. The main idea behind SMT-Based BMC approaches is to consider counterexamples of a particular length $k$ and then generate an SMT formula, which is satisfiable if and only if such a counterexample exists [24,25].

1.1 Contributions

The present paper addresses the digital-filter verification problem and describes the use of a general purpose SMT-based bounded model checker for C programs, in order to verify potential problems caused by fixed-point arithmetic, on recursive filters.

Regarding the proposed methodology, in addition to detecting overflow and limit cycle issues, the following contributions can also be found: the associated processing time is considered during filter function unrolling, which checks the maximum acceptable time of filter operations, the output error magnitude is compared with a floating-point model, in order to ensure that the system error is within an acceptable margin, and BMC is exploited to verify the actual digital filter C code, which is intended to be embedded into micro-controllers and DSPs. It is worth noticing that the latter is closer to real implementations, where specific C constructs (e.g., pointer arithmetic and comparisons) are used for implementing digital filters. The resulting C code also gives the possibility to apply other (state-of-the-art) model checking techniques (for C programs) to general filter verification.

Additionally, the application of SMT-based BMC approaches, regarding digital filter design, is not well known amongst DSP developers, which also opens a great opportunity, since SMT-based BMC approaches do not require proof (i.e., they are algorithmic methods rather than deductive) and are very fast, if compared with other rigorous methods, such as theorem proving. Besides, one can easily specify a large number of digital filter properties and realization forms, in order to ensure correctness in computer-based systems (e.g., DSP and FPGA).

This article is a substantially revised and extended version of the work published in previous conferences [26,27]. The major differences are the following: (i) in this version, an enhanced fixed-point library for arithmetic operations was implemented, in order to decrease verification-time figures, (ii) other filter structures in cascade, parallel, and transposed direct forms are supported, (iii) a maximum-error verification procedure was added, (iv) a unified tool, named as Digital Systems Verifier (DSVerifier\textsuperscript{1}), which developed for checking
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different design problems in fixed-point digital filters, was built, (v) two different state-of-the-art BMC tools were used in DSVerifier as back-ends (i.e., CBMC [28] and ESBMC [24]), and (vi) the performed experiments are based on a set of publicly available benchmarks. All benchmarks, tools, and results of the present evaluation are available on a supplementary web page².

The remainder of this paper is organized as follows. Section 2.1 gives a brief introduction about digital filter realizations, emphasizing some aspects related to implementation in fixed-point processors, along with state-of-the-art verification schemes presented in the related literature. Fundamentals about SMT-based BMC approaches, which were used in this work to the verification of digital filters, are tackled in section 2.2. Section 3 describes the research design and respective methodology, while section 4 presents the implemented methods to verify overflow, limit cycle, time constraint, and maximum error. Then, some experimental results for a set of digital filters, obtained with the proposed approach, are shown in section 5. Finally, section 6 presents the conclusions of this work, highlighting the importance of SMT-based BMC approaches for the verification of fixed-point filters.

2 Background and literature review

2.1 Verification of Digital Filters

As already mentioned, finite word-length effects are of paramount importance for digital filter design, given that numerical implementations of the related algorithms may suffer from deterioration in performance. The following sections will tackle filter implementation structures and some state-of-the-art verification algorithms, with the goal of introducing the basic problem.

2.1.1 Fixed-Point Filters Realization

Digital filters can be defined as linear time-invariant discrete-time systems, which are described by a difference equation as

\[ y(n) = - \sum_{k=1}^{N} a_k y(n - k) + \sum_{k=0}^{M} b_k x(n - k), \]  

where \( y(n) \) is the output in instant \( n \), \( y(n - k) \) is the output \( k \) steps in the past, \( x(n - k) \) is the input \( k \) steps in the past, \( a_k \) are the coefficients for the past outputs, \( b_k \) are the coefficients for the past inputs, \( N \) is the feedback filter order, and \( M \) is the feedforward filter order. The proper design of a digital filter consists in finding suitable values for coefficients \( a_k \) and \( b_k \), which produce the expected frequency response.

Digital filters are usually classified according to their ideal frequency domain characteristics, whose basic forms are low-pass, high-pass, band-pass,
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and band-reject. It is out of scope for this paper to show IIR and FIR filters
design methods, because this is a huge topic that is covered in standard digital
signal processing books [2], [29].

There are many ways to implement (1) in hardware, using FPGA and
application specific integrated circuits, or in software, through a programmable
digital computer, depending on the desired realization structure for the target
system. The commonly known Direct Form I, Direct Form II, and Transposed
Direct Form II structures are shown in Fig. 1, where $z^{-1}$ is defined as the
backward-shift operator, that is, a unit delay. These second-order structures
are often employed as basic building blocks of high-order systems, in cascade
and parallel [2].

When implementing fixed-point digital filters, coefficients and results of
intermediate computations are affected by quantization and round-off errors.
Here, the round-off quantizer $Q(x)$ was considered [2,29], whose maximum
error caused by rounding is defined to be $2^{-b-1}$, where $b$ is the number of bits
of the fractional part. If the result from an addition or multiplication exceeds
the amount of bits available for the number representation, it is assumed that
an overflow occurs. However, for limit cycle verification, overflows can nat-
urally happen; as the two’s complement arithmetic is adopted, results wrap
around when overflow events occur. Fig. 2 shows the behavior of the round-off
quantizer and the effect of a two’s complement overflow wrapping around.

In order to obtain a realistic model of the finite precision system, each
numeric value in the system is quantized, which includes inputs, coefficients,
and results of arithmetic operations. Fig. 3 shows this approach for a single-
pole filter.

Typically, numbers in fixed-point format are represented with a pair of
digits, which are separated by a decimal point. The digits to the left and
right represent the integer and fractional parts, respectively, and the two’s
complement is used to represent signed numbers, in fixed-point processors. In
this system, the real number $X$, described by the $(k,l)$ fixed-point position
number $(b_{k-1} b_{k-2} ... b_1 b_0 \cdot b_{-1} b_{-2} ... b_{-l})$, can be represented as

$$X = -b_{k-1}2^{k-1} + \sum_{i=k-2}^{-l} b_i 2^i.$$  \hspace{1cm} (2)

The most significant bit $-b_{k-1}$ is used for the sign. Thus, the maximum rep-
resentable value, which consists of an integer part with $k$ bits and a fractional
part with $l$ bits, is $2^{k-1} - 2^{-l}$, and the minimum value is $-2^{k-1}$. In Fig. 3, the
quantizer $Q$ rounds numbers inside this range. If a number does not fit into
this interval, then it indicates an overflow, which can be handled in the follow-
ing ways, by the verification module: detect it as failure, wrap around results,
or saturate to a maximum/minimum value. Although saturating implementa-
tions are popular in DSPs, we handle both saturating and wrap-around math.

Given that fixed-point implementations introduce quantization effects and
reduce dynamic range figures, traditional simulation and test steps for system
verification may not be enough, because they normally exploit only a limited
number of scenarios and variable values. Moreover, filter designers usually
Adopt floating-point tools for evaluating their projects, which has the potential to let some failures go unnoticed. As a result, one can argue that detecting problems caused by fixed-point implementations, regarding digital filters, is a challenge that deserves formal verification-methods.

2.1.2 Finite word-length effects in digital filters

Target systems for implementing digital signal processing applications, like DSP and FPGA devices, are not capable of computing with infinite precision and commonly use finite word-length, which leads to deterioration in performance. Such an effect has two separate origins: quantization and roundoff errors during computations [30].

One of the most known problems related to finite word-length is the overflow/underflow condition, which can compromise results in recursive filters. As stated in the related literature [2,29], a filter output can be computed with the convolution sum, given as

$$y(n) = \sum_{k=-\infty}^{\infty} x(n-k) h(k),$$  \hspace{1cm} (3)

where $x(n)$ is the input, $h(k)$ is the impulse response of the filter, and $y(n)$ is the output. Given that the present approach addresses bounded-input bounded-output (BIBO) stable systems, and that the input is in the interval $[-x_{max}, x_{max}]$,
the output is then limited in amplitude [2,29], according to

\[ |y(n)| \leq x_{\text{max}} \sum_{k=-\infty}^{\infty} |h(n)|, \]  

which implicitly employs the L-1 norm, given by

\[ ||h||_1 = \sum_{k=-\infty}^{\infty} |h(n)|. \]  

This way, overflows can be avoided by using a representation capable of accommodating the signal range related to \( y(n) \). Since such a rule is very conservative and the roundoff noise may be unnecessarily increased [31], for instance, the L-2 norm may also be employed, but it does not guarantee the complete absence of overflow conditions [32].

It is worth noticing that even taking into account what was presented above, any intermediate addition, in a digital filter, may still overflow; however, as long as two’s complement arithmetic is used, it does not affect the final result of summations. Indeed, since the 2’s complement is a modulo arithmetic, if intermediate operations overflow, the associated system will still produce correct outputs, as long as the final result falls into the expected range, even if one of the operands has already overflowed, due to a multiplication. Nonetheless, that implies the addition of more than two numbers, as long as their output is representable. Such a property is commonly known as the Jackson’s rule [33,34] and is extensively used in digital filters, in order to simplify designs and minimize word lengths, given that all quantizers are configured to wrap around.

Regarding Fig. 1, an important observation must be made. Parts (a) and (c) of the same figure show that multiplier outputs are directly fed to unique equivalent adders (disregarding delays), which means that rule is valid. Part (b), in turn, shows two equivalent adders (input and output), connected through a multiplier \((b_0)\), which also means that rule is valid; however, the output of the equivalent input adder must not overflow. If it is not avoided, the result of the equivalent output adder may be incorrect. Indeed, each adder result may be seen as the output of a separate filter, which will produce correct results as long as its final computation does not overflow.

In summary, if each component filter is correctly designed and two’s complement with wraparound is employed, the Jackson’s rule will apply (as done here). Indeed, practical designs take into consideration the output of existing equivalent adders, in such a way that the resulting filter will not suffer from overflow, independently of intermediate operations. Nonetheless, if the result saturates [9], such an assumption is no longer applicable and each node must be evaluated for avoiding overflow conditions [20,21].

In an ideal stable filter, the output should asymptotically approach a steady-state level, which is determined by the filter transfer function [35]. However, if a limit cycle problem exists, it manifests itself either as a steady
oscillation or a nonzero level in the output, even for a zero level input. Such an effect is normally caused by round-off errors and overflows, during filter operation, when a feedback loop is present. Limit cycles may be dominant for low inputs, but their importance is diminished with increasing amplitudes [36].

Limit cycles can be avoided, for instance, when minimum $L_2$ sensitivity realizations are employed [37], by using magnitude truncation [38], by controlled rounding [39], or with specific filter structures [40]. Also, there are works, available in the related literature, that tackle this problem specifically for saturation arithmetic [11].

Another approach for dealing with fixed-point implementations relies on word-length optimization, in such a way that hardware requirements are minimized, while trying to maintain a desired performance measure. Sung and Kum [17] used search algorithms that keep a desired signal-to-quantization-noise ratio (SQNR); however, results are dependent on the signal input samples, which must be carefully chosen.

Nguyen, Menard, and Sentieys [18] also proposed word-length optimization algorithms, in which the absence of overflows is ensured, in the first step of the algorithm, through analytical determination of data behavior.

There has been great interest also in the computation [41] and analysis [42, 43] of the roundoff noise, in order to study its interaction with the filter output and even provide design tools for minimizing noise power or pole sensitivity.

The finite word-length problem can also be treated by means of a unifying approach [32], which is capable of describing equivalent realizations and measures for designing optimal systems. Although it addresses both implementation-and realization-level, a great deal of effort must still be employed, for the development of suitable optimization algorithms.

Indeed, there is a great deal of techniques available for digital filter analysis and design, which can be applied to many scenarios; however, only a few works (e.g., Hildare’s approach [32]) present a more general methodology, as proposed here.

2.2 Bounded Model Checking (BMC)

The Bounded Model Checking (BMC) techniques, based on Boolean Satisfiability (SAT) [22] or Satisfiability Module Theories (SMT) [23], have been successfully applied for verifying single- and multi-threaded programs, and also for finding subtle bugs in real programs [24, 25, 28, 44]; however, applications aiming to ensure correctness of digital filters are only recent [20, 21].

The basic idea of BMC is to check (the negation of) a given property at a given depth. Supposing a transition system $M$, a property $\phi$, and a bound $k$, BMC unrolls the system $k$ times and translates it into a verification condition (VC) $\psi$, in such a way that $\psi$ is satisfiable if and only if $\phi$ has a counterexample, of depth less than or equal to $k$. Given that, standard SMT/SAT solvers can be used to check whether $\psi$ is satisfiable.
In BMC of digital filters, the bound $k$ limits the number of loop iterations and recursive calls in the filter implementation. BMC thus generates VCs that reflect the exact path in which a statement is executed, the context in which a given function is called, and the bit-accurate representation of expressions [24]. It is worth noticing that the validity proof, for VCs arising from programs, is still a major performance bottleneck, despite attempts to cope with increasing system complexity, by applying SMT solvers.

In this work, the Efficient SMT-Based Bounded Model Checker (ESBMC) tool is used as the verification engine, since it was one of the most efficient BMC tools, for bit-vector programs, in the last software verification competitions [45–47]. In ESBMC, the associated SMT-based BMC problem is formulated by constructing the logical formula

$$\psi_k = I(s_0) \land \bigwedge_{i=0}^{k-1} \bigwedge_{j=0}^{i-1} \gamma(s_j, s_{j+1}) \land \overline{\phi(s_i)},$$

(6)

where $\phi$ is a safety property (e.g., overflow represented as an assert-statement in the C source-code level), $I$ is the set of initial states of $M$, and $\gamma(s_j, s_{j+1})$ is the transition relation of $M$ between time steps $j$ and $j + 1$. Hence, $I(s_0) \land \bigwedge_{i=0}^{k-1} \bigwedge_{j=0}^{i-1} \gamma(s_j, s_{j+1})$ represents executions of the filter function, unrolling up to length $i$. The above VC $\psi_k$ can then be satisfied if and only if, for some $i \leq k$, there exists a reachable state, at time step $i$, in which $\phi$ is violated. If (6) is satisfiable, then the SMT solver provides a satisfying assignment, from which values of program variables can be extracted, in order to construct a counterexample. The latter, for a property $\phi$, is then defined as a sequence of states $s_0, s_1, \ldots, s_k$, with $s_0 \in S_0$ and $s_k \in S$, and $\gamma(s_i, s_{i+1})$, for $0 \leq i < k$. If (6) is unsatisfiable, then one can concluded that no error state is reachable, in $k$ steps or less.

2.2.1 Related Work on Model-Checking

There are some model-checking tools that have been used for verifying real-time systems, but not digital filters. An example is UPPAAL [48], which is a model checker based on the timed automata theory, that is, it is applied to real-time systems modeled via a timed automata network. Another similar tool is Open-Kronos [49], which is able to check reachability of timed automata and emptiness of timed Büchi automata. The CPN tools [50] are also applied to the verification of real-time systems, which are modeled via a colored (timed and untimed) Petri net.

As a remark, at the time the present paper was written, only recent initiatives had used SMT-based BMC techniques to verify finite word-length effects, on digital filter properties and realizations [20,21,26], which is the focus of this work. For instance, the one presented by Cox et al. [20,21] tackled verification techniques regarding bit-precise analysis and real-valued error approximations, based on empirical evaluations. In particular, the present approach differs from the latter in the following aspects: Cox et al. did not consider the time and
error verifications, which are of paramount importance in filter design, they did not exploit different filter design techniques in their benchmarks, there is no check related to the actual C implementation that is going to be embedded into the hardware platform, and, finally, they do not exploit different state-of-the-art BMC tools for C programs, which have considerably evolved over the last years. Indeed, Cox et al. use the ABC model checker [51], which incorporates a BMC implementation as part of the portfolio solver; however, ABC does not noticeably change results [21].

3 Research design and methodology

The main goal of the present work is to provide a general scheme for digital filter verification, based on DSVerifier [52]. Such an approach is composed of digital-filter verification rules and the verification engine itself.

The following steps for design and verification of digital filters are proposed, as shown in Fig. 4. First, filter parameters are designed, using the preferred methods [2,29] and tools [53] (cf. Filter design). After that, the output range for a given input is estimated (e.g., based on the criteria proposed by Carletta et al. [54]), in order to define the word-length for representing fixed-point numbers (cf. Define word length). Once the word-length is defined, the respective design parameters are fed to the filter model implemented in C language, which include number of bits, realization, and sample time (cf. Feed parameters to C filter-model). Then, one can perform a time analysis regarding filter operations, considering a specific microprocessor architecture, including instruction-set architecture and CPU clock (cf. Analyze the WCET). Finally, assertions are added to the given model, in order to check properties related to time constraints, overflow, limit cycle, and output errors (cf. Configure assertions). The unwinding bound to run the BMC procedure is determined according to the filter function, based on the computation of output samples (cf. Run BMC).

If any property violation is found, then DSVerifier reports a counterexample, which contains system inputs that lead to the respective system failure (cf. Counterexample). A successful verification result is reported if the system is safe with respect to \( \phi \), up to bound \( k \) (cf. Success).

In Fig. 4, white boxes represent actions to be performed by the filter designer, while gray boxes represent actions to be performed automatically by DSVerifier (i.e., without filter designer interventions). One can notice that if an under or overflow occurs, a high output error is found. Such information is extracted from a counterexample, which is provided by the verification engine, and then the word-length is increased, which is followed by another call to the verification engine. Alternatively, if a time constraint violation is found (which is also extracted from the counterexample), then it indicates that the filter complexity and the word-length must be decreased, in order to achieve a performance improvement.
It is worth noticing that the timing verification is performed inside the DSVerifier context, by exploiting exhaustive checking via non-deterministic inputs. Indeed, such a verification is very important and must be included in the tool set, since it aids in determining the tradeoff among filter property conformance, fixed-point representation, and hardware requirements.

Fig. 5 shows an algorithm for a Direct Form I filter, which is implemented as C source-code in DSVerifier, as shown in Fig. 6, so that Eq. 6 can be derived in ESBMC (or CBMC) and checked by an SMT (or SAT) solver. In Fig. 6, the functions `fxp_add`, `fxp_mult`, and `fxp_sub` take two input arguments and return the respective addition, multiplication, and subtraction result in `fxp32_t` format, which is internally defined in DSVerifier as `int32_t`. The addition and multiplication blocks also include the quantization effect on the result, considering the fixed-point representation used for the system. The quantizer can be configured to saturation, wrap-around or throw an error, when the result of an operation exceeds its representable limits. Similarly, DSVerifier also im-

Fig. 4 The proposed approach implemented in DSVerifier.

```
/* Discrete-Time Filter in the C Model */
#include "tmwtypes.h"
const int bl = 32;
const real32_T b[32] = { 0.01401742548, 0.03390913084, 0.00228901743, 
                        -0.03628225997, -0.02118308283, 0.03499554098, 0.04828011245, 
                        -0.02222678438, -0.09006240964, -0.02118886448, 0.1939707547, 
                        0.3911767602, 0.3911767602, 0.1939707547, -0.02118886448, 
                        -0.09006240964, -0.02222678438, 0.04828011245, 0.03499554098, 
                        -0.02118308283, -0.03628225997, 0.00228901743, 0.03390913084, 
                        0.01401742548, 0.03390913084, 0.01401742548};
```
defines the filter functions in Direct Form II and Transposed Direct Form II, using the C language and a fixed-point library

In addition, one may notice that the code in Fig. 6 employs pointer arithmetic, instead of normal indexing. From the verification point of view, pointers correspond directly to memory addresses, thus avoiding indexing complexity, while array indexing involves multiplying indexes by the element size and adding such a result to the array base address, which has a higher cost, in

Fig. 5 Algorithm of a Direct Form I filter.

```c
fxp32_t iirOutFixed(fxp32_t y[], fxp32_t x[], fxp32_t a[],
                  fxp32_t b[], int N, int M) {
  fxp32_t *a_ptr, *y_ptr, *b_ptr, *x_ptr;
  fxp32_t sum = 0;
  a_ptr = &a[1];
  y_ptr = &y[N - 1];
  b_ptr = &b[0];
  x_ptr = &x[N - 1];
  int i, j;
  for (i = 0; i < M; i++) {
    sum = fxp_add(sum, fxp_mult(*b_ptr++, *x_ptr--));
  }
  for (j = 1; j < N; j++) {
    sum = fxp_sub(sum, fxp_mult(*a_ptr++, *y_ptr--));
  }
  return sum;
}
```

Fig. 6 C code for a Direct Form I filter.

The DSVerifier source code can be downloaded from [http://dsverifier.org/](http://dsverifier.org/)
terms of verification time. Currently, ESBMC, CBMC, and other state-of-the-art verifiers, regarding C programs, are able to efficiently and effectively support pointer arithmetic and comparisons [55].

The main goal of the present study is not proposing advanced methods for digital-filter parameter verification, but instead incorporating (some) techniques and then provide a general framework for system verification, based on DSVerifier. This way, the employed verification is robustly implemented and enables an iterative scheme for designing and testing digital filter modules.

3.1 Illustrative Example

As a toy example, which is supposed to fail for illustrative purposes, a single-pole system, described by the difference equation

\[ y(n) = -a \cdot y(n - 1) + x(n), \]

is presented. This is a bounded-input bounded-output (BIBO) stable system [2, 29], in which the output is limited in amplitude, according to (4). Regarding (7), with \( a = -1/2 \), it can be shown that the summation of the impulse response norm converges to 2 using geometric series (i.e., \( \sum |h_k| = \frac{1}{1 - 0.5} = 2 \)). In this particular example, if an input in the range \([-1,1]\) is considered, the output will be \([-2,2]\) (i.e., the input range is simply multiplied by \( \sum |h_k| \)). Given that, one could choose to represent the fixed-point number using two bits for the integer part, including the sign, and four bits for the fractional one, according to the classical method described by Carletta et al. [54]. It is worth noticing that this is not the only criteria, since there may be restrictions regarding the target hardware, which may even allow a larger number of bits. As a result, the designer must take into account system restrictions and minimum required number of bits. The resulting range for this particular format would then be \([-2,1.9375]\), with an error of ±0.03125.

The proposed method can then be employed for verifying the proposed setup. The coefficients of (7) are used for the filter model in C language, with the previously defined numeric representation. In DSVerifier, the user must provide the specification in a ANSI-C file, as shown in Fig. 7. This file contains the digital-system specification (ds), with numerator (ds.b = \{1\}) and denominator (ds.a = \{1.0, 0.5\}), and the implementation specification itself (impl), which contains the number of bits in the integer (impl.int_bits = 2) and fractional (impl.frac_bits = 4) parts, and the input range (impl.min = -1 and impl.max = 1).

The user must also define the realization form (e.g., DFI) and the verification configuration parameters (e.g., solver and timeout). As an example regarding the verification of overflow occurrences, with a timeout of 1 hour and a bound of 10 cycles, the following parameters must be provided to DSVerifier:

```
dsverifier <filename> --realization DFI --property OVERFLOW --x-size 10 --timeout 1h --solver boolector
```
#include <dsverifier.h>

digital_system ds = {
    .a = { 1.0, 0.5 }, /* denominator */
    .a_size = 2, /* denominator length */
    .b = { 1 }, /* numerator */
    .b_size = 1 /* numerator length */
};

implementation impl = {
    .int_bits = 2, /* integer bits */
    .frac_bits = 4, /* precision bits */
    .min = -1.0, /* minimum input */
    .max = 1.0, /* maximum input */
};

Fig. 7 A digital-system verification input file for DSVerifier.

If DSVerifier is run, by taking into account the input range \([-1, 1]\), then it quickly shows a counterexample in which the system gets an overflow, for a particular sequence of inputs. For instance, it can be easily shown that an input sequence \(x = \{1, 1, 1, 1, 1\}\) leads to an overflow in the output, as reported in Table 1.

The solver adoption depends basically on its coverage and verification speed. In tests performed with many applications, Boolector [56] and Z3 [57] presented large coverage and reasonable verification times. In addition, all C/C++ language structures used in filter implementations are handled by Boolector and Z3, which makes them good choices. Of course, if filters are developed with different tools or libraries, which are deeper supported by another solver, the designer has the flexibility to change it.

Additionally, an unwinding bound of \(k = 10\) to unroll all loops and recursive functions is set, so that a property violation is exposed for this particular digital filter implementation; however, since DSVerifier entirely relies on the BMC technique, it is susceptible to exhaustion of time (or memory) limits, when checking digital filters whose unwinding bounds are too large (see our experimental evaluation). Finally, the timeout is an optional parameter to limit the verification time.

Once again, there may be hardware and application restrictions, which will influence the choice regarding realization forms. For example, if there are time restrictions and many logic cells are available, one may choose to use a parallel structure. Besides, if truncation noise is a concern (i.e., the associated SNR), e.g., when processing audio, a DFI is preferred. Finally, if memory cells are a scarce resource, TDFII and DFII are viable options.

For this particular case, one could easily infer about overflow conditions by simply analyzing the impulse response summation or simulating a constant step input; however, it is worth noticing that impulse response summations are useful to infer about intermediate operations.
Table 1 Overflow occurrence in the toy example.

<table>
<thead>
<tr>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>x(n)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>y(n)</td>
<td>1.0000</td>
<td>1.5000</td>
<td>1.7500</td>
<td>1.8750</td>
<td>1.9375</td>
<td>1.96875</td>
</tr>
</tbody>
</table>

As a consequence of the overflow reported by DSVerifier, the designer then has to re-define the word length. In this particular example, if the number of bits in the integer part (e.g., impl.int_bits = 2) is increased, then the user can rectify the single-pole system implementation and, for this particular word-length, the verification is successfully completed.

DSVerifier might also be used via Graphical User Interface (GUI), which is available in the DSVerifier website\(^4\). More details about the DSVerifier GUI and command-line can be found in the article written by Ismail et al. [52].

The next section presents the methods, which were employed in the proposed approach, for implementing the digital filter verifications shown in section 2.1.2. In addition, there is a deeper discussion about specific features of each verification procedure.

4 Methods

4.1 Arithmetic Underflow and Overflow Verification

During the design of fixed-point filters, one needs to specify the number of integer and fractional bits. First, the output range of the filter, for a given input, must be estimated; such a procedure typically relies on analytical- [58] or simulation-based approaches [7,17,18]. Thus, the designer should specify a suitable word-length for representing variables, considering also quantization errors in the system response.

In the present work, assertions are coded in the quantizer block and the verification engine is configured to use non-deterministic inputs, in the specified range, in order to detect overflows in digital filters, for a given fixed-point word-length. For any addition or multiplication results, during filter operation, if there exists a value that exceeds the range representable by the fixed-point approach, an assert statement detects that as an under or overflow violation. As a consequence, a literal $l_{\text{overflow}}$ is generated, with the goal of representing the validity of each addition and multiplication operation, according to the constraint

$$l_{\text{overflow}} \leftrightarrow (\text{MIN} \leq FP) \land (FP \leq \text{MAX}),$$

where $FP$ is the fixed-point approximation [24], for the result of adders and multipliers, and $\text{MIN}$ and $\text{MAX}$ are the minimum and maximum values representable for the given fixed-point bit format, respectively (as previously described in section 2.1.1). One can notice that constraints are typically included.

\(^4\) http://www.dsverifier.org/downloads
into the verification engine simply as an *assert*-statement in the C source-code level (e.g., assert((MIN ≤ FP) && (FP ≤ MAX)).

In contrast to our toy example, regarding cases where intermediate operations cause overflow, the filter defined by

\[
y(n) = 0.703125 \, y(n-1) - 0.5 \, y(n-2) + \\
0.75 \, x(n) - 0.703125 \, x(n-1) + 0.75 \, x(n-2)
\]  

(9)

can illustrate such situations. In this example, it is considered that the fixed-point values are represented with 2 bits for the integer part and 6 bits for the fractional one. The summation \( \sum |h_k| \) for this filter converges to 1.8279; this way, if inputs in the range \([-1, 1]\) are applied to this system, it then provides output values that are representable in the fixed-point range \([-2, 1.984375]\).

When a bounded verification of this system is performed, with implementations in Direct Form I and Transposed Direct Form II structures, the proposed tool issues a counterexample that causes an overflow on an intermediate operation. Fig. 8 illustrates the overflow on the summation after the first stage on the Direct Form I implementation, when the counterexample input is applied to the filter. For the Direct Form II filter, the verification successfully finishes without issuing any overflow failure, due to operation execution-order in this particular case. As a consequence, such observations then reinforce the application of BMC to digital filters, as an auxiliary verification tool.

Indeed, as already mentioned for saturation arithmetic, overflows in intermediate operations are considered errors; however, if wrap-around is employed, the system will still arrive at the correct result. This way, if wrap-around is used, overflow assertions for intermediate operations are simply disabled.

![Overflow in a Direct Form I filter.](image-url)
4.2 Limit Cycle Verification

In order to verify the presence of limit cycles, in a particular fixed-point filter realization, the quantizer block routine is configured by setting a flag variable on it, in order to enable wrap around on overflows. The expected behavior will be as shown in Fig. 2, which means that the verification engine is not expected to detect overflow failures, as in the previous case. Additionally, the filter is configured to use a zero input signal and a non-deterministic initial state, for previous outputs. The filter execution is then unrolled, for a bounded number of entries, and an assert statement is added to detect a failure, if a set of previous outputs states (that repeats during the zero-input response) is found. One can notice that this method is different from the one presented by Cox et al. [20,21], which aims at finding a limit cycle by comparing input and output windows, within a bounded number of steps.

As an example, the same system described by (7) is considered. Here, such a filter is also modeled using 2 bits for the integer part and 4 bits for the fractional one (as in the previous case), but with a zero input signal. If the verification engine is executed for the implemented model, then it finds a particular initial condition that leads the system to a limit cycle. In Table 2, the system response, for that particular condition, is presented. Columns $y_2$ and $y_{10}$ represent the filter response, in binary and decimal formats, respectively. Due to the rounding procedure, which was applied to the fractional part of the fixed-point number, one can notice that, in Table 2 and for $a = 0.5$, the output starts repeating after $n = 2$. Similarly, for $a = -0.5$, the output keeps in a nonzero steady-state value, instead of decaying towards zero.

<table>
<thead>
<tr>
<th>$a = 0.5_{10} = 0.1000_{2}$</th>
<th>$a = -0.5_{10} = 1.1000_{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>$y_2$</td>
</tr>
<tr>
<td>-1</td>
<td>0.0010</td>
</tr>
<tr>
<td>0</td>
<td>1.0001</td>
</tr>
<tr>
<td>1</td>
<td>0.0001</td>
</tr>
<tr>
<td>2</td>
<td>1.0001</td>
</tr>
<tr>
<td>3</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

4.3 Time-Constraint Verification

There are efficient structures for implementing digital filters, such as the Lattice form and filtering methods based on the Fast Fourier transform [59], which aim to reduce the number of arithmetic operations and computational costs. However, the time-domain convolution methods, based on direct forms, are still prevalent, both in hardware and software implementations, due to their simplicity.
In real-time applications, a given filter receives data at the same rate it processes and outputs it. As a result, time constraints verifications become necessary, especially in high-order filters, which present many arithmetic operations and higher group delays.

Differently from Cox et al. [20,21], in which time constraint verifications are not supported, the proposed approach uses filter models for verifying the maximum acceptable time for filter operations, in order to tradeoff among filter property conformance, fixed-point representation, and hardware requirements.

As an example, an IIR filter function was implemented and compiled to run on a MSP430G2231, which is an ultra-low-power 16-bit RISC-CPU based microcontroller [60]. Since the filter implementation in such architecture is straightforward, it is assumed here that the timing behavior is repeatable and predictable.

So, with the assembly file generated from the compilation, this can be compared with the source code using the \texttt{asm}("block identifier") function\footnote{In the GCC compiler, the mapping back to C code, using the \texttt{asm}("block identifier") function, can be obtained by running \texttt{gcc -O2 -S -c <file>}} [61], with the goal of identifying instructions for each program segment. After that, a worst case execution time (WCET) analysis (using BMC) can be performed in the filter function, considering the number of cycles required to execute instructions and iterations.

BMC is required since one needs to compute the worst case timing behavior of the filter; otherwise, a high burden on filter testing, with the goal to achieve the longest path, must be placed. Kim et al. [62] describes a method using static analysis and the model-checking technique to check program-segment timing, similarly to what is done here.

The code fragment shown in Fig. 9(a) is used to perform multiplications involving coefficients $b_k$ and previous entries, in (1). Fig. 9(b) shows the code in Fig. 9(a) converted into some assembly instructions, using the compiler CCS v4 [63].

One can then realize that each instruction takes a different number of clock cycles to execute and, based on that information, it is possible to compute the number of clock cycles that will be needed for each operation. For MSP430G2231, the internal frequency is up to 16 MHz, which gives a cycle time of 2187.5 ns. Once the total processing time for associated instructions is available, then it can be used to increment a timer variable and add an assert statement, in order to detect any time-constraint violation.

The constraint value can be easily estimated, based on the sample rate of the system; for instance, if it operates using a sample rate of 48 KHz (which is commonly used in digital audio systems), then it means that after each 20.8\,\mu s window, new data are obtained from the system input, and the filter function has to process output samples within this time. Formally, a literal $l_{\text{timing}}$ is generated to represent the validity of the time response, with a constraint

\begin{equation}
\l_{\text{timing}} \Leftrightarrow ((N \times T) \leq D),
\end{equation}

\footnote{In the GCC compiler, the mapping back to C code, using the \texttt{asm}("block identifier") function, can be obtained by running \texttt{gcc -O2 -S -c <file>}}
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Fig. 9 (a) C code fragment of the digital filter. (b) Assembly instructions of the code fragment shown in (a).

where \( N \) is the number of cycles spend by the filter, \( T \) is the cycle time, and \( D \) is the deadline.

4.4 Error Verification

As widely known, computation using finite word-length leads to rounding and truncation errors \([29, 64]\). In the present work, impairments present on a filter output, due to coefficient rounding and arithmetic-operation results, are considered. As shown in Fig. 2, the quantization error \( E \), due to the rounding of a number represented with \( l \) bits of precision, is

\[
-2^{-l-1} \leq E \leq 2^{-l-1}.
\]  

(11)

One may notice that the accuracy on the computation of IIR and FIR filters is limited by the word-length specified in the digital system realization. As already mentioned, coefficient rounding changes pole and zero positions and also modifies the frequency response, which cause variations on the filter output that can also be observed in time domain.

Floating-point variables provide a better approximation of rational numbers, when compared with fixed-point representations presenting the same number of bits, since they cover a larger dynamic range; however, practical implementations of digital filters are typically realized in fixed-point representation. Additionally, encoding floating-point arithmetic into the BMC framework leads to large formulas and, consequently, a high time and memory consumption for verification. Considering that, typical verification engines support fixed-point representation, using bit-vector and rational arithmetic.
Regarding the bit-vector arithmetic, which was applied to this work, it assumes that integral and fractional number parts have the same bit-widths, before and after the radix point. Thus, for 64-bits double variables, 32-bits are used for representing the fractional part, and the remaining 32-bits are used to represent the integer one, including sign.

Based on what was presented above, the verification of output error bound (defined by the designer) is proposed, as opposed to the framework developed by Cox et al. [20,21], in which error verifications are not supported. For this purpose, the output of a filter, implemented with reduced-word-length fixed-point representation, is compared with a reference output of the same structure, which was implemented using double precision variables. It is important to notice that both models present quantization errors; however, since in reference models full double variables are used, the error amplitude is much lower than in fixed-point ones. Thus, considering that the number of precision bits \( l_d \) in reference models is higher than in designed models, the quantization error \( E_r \) is given by

\[
-2^{-l-1} + 2^{-l_d-1} \leq E_r \leq 2^{-l-1} - 2^{-l_d-1}.
\]

The expression above shows that the error, computed with the proposed method, is affected by the precision of the reference model. In the implemented system, 64-bits fixed-point variables were used for the reference model, with 32 precision bits. The experiments were executed on models with less than 16 bits for the fractional part, which provides a good approximation for error calculations.

For the reduced fixed-point models, the computed values are saturated to the maximum representable number on overflow, or to the minimum on underflow; the same input is applied to both models. The input vector uses non-deterministic values from \( \{2^{k-1} - 2^{-l}, 2^{-l}, 0, -2^{-l}, 2^{k-1}\} \), that is, values for maximum and minimum amplitudes of the input signal. So, errors due to quantization and saturation are explored.

During filter operation unrolling, the cumulative error can increase beyond the quantization-error interval. The following literal is then generated, in order to check whether the output error is in accordance with an acceptable margin:

\[
\text{lno.error} \Leftrightarrow |y - y_d| \leq M \cdot 2^{-l-1},
\]

where \( y \) is the output of the designed system, \( y_d \) is the output of the double precision system, and \( M \cdot 2^{-l-1} \) is the tolerance margin. The verification process searches for the negation of this literal and, when a counterexample is found, it indicates that the output error is higher than expected for that filter realization.

5 Results and discussion

This section is split into five parts. The experimental setup is described in section 5.1, while the other sections present verification results and consider-
ations for digital filter benchmarks, which are all realistic examples extracted from the literature [2,21,29,59].

The proposed methodology checks the actual C code of digital filters, which are intended to be embedded into micro-controllers and DSPs. Such an approach is very close to real implementations, where specific C constructs (e.g., pointer arithmetic and comparisons) are used to realize (1), which makes VCs harder to be checked. Additionally, the present work innovates on exploring different verification techniques, which are used to detect overflows and limit cycles, in digital filters.

It is worth noticing that the present work also proposes a set of necessary checks, by exploiting state-of-the-art bounded model checkers, with the goal of aiding the choice of system representation and structure, while meeting the design specifications.

5.1 Experimental Setup

Table 3 describes some filters chosen with different design types, number of feedback coefficients $N$, number of forward coefficients $M$, input range, and word-length. One can notice that column $\text{Bits}$ indicates the word-length for the integer and fractional parts of fixed-point representations, including the sign. Besides, the word-length for fixed-point representations is estimated based on both the $\sum |h_k|$ summation and the input range, in order to obtain optimized filters, in terms of reduced number of bits. The column $\text{Bound}$ shows the number of consecutive entries applied to the filter (filter function unwinding), which is empirically determined to find violations of the associated property, up to given bound. Indeed, for each applied entry, the filter function is executed, in order to compute output samples. From the verification perspective, all important information about the digital filters benchmarks are described in Table 3.

In Table 3, filters from 1 to 11 are verified in three different realizations: Direct Form I (DFI), Direct Form II (DFII) and Transposed Direct Form II (TDFII), in order to investigate how filter structures can interfere in the occurrence of some failures. Many of the selected test cases use second order structures, because such a realization is widely used and can be applied as a building block to form higher-order systems, as referred in section 2.1.1.

Regarding the error verification experiments, they were fair enough to define a range larger than the quantization error interval, as given by (11). Due to that, an acceptable margin of two times the precision was fixed, that is, from $-2^{-l+1}$ to $2^{-l+1}$. Note that all filter operations are represented in our verification engine as fixed-point arithmetic. The error verification only checks whether the output of a filter, implemented with reduced-word-length fixed-point representation, is within certain bounds, when compared to a double-precision reference output.

When evaluating time constraints, restrictions related to a 16 MHz processor, operating on a system with sample rate equal to 48 KHz, were considered.
Such a rate was adopted due to its use as a standard audio sampling rate, commonly employed in professional equipment. One can notice that the system sample rate does not interfere in overflow and limit cycle conditions, because this is just a consequence of the fixed-point arithmetic.

Regarding overflow and limit cycle verifications, results for FIR filters are not presented here, since, in this kind of system, such issues can be easily avoided. By definition, FIR filters are completely immune to limit cycles [2] (there is no feedback), and overflows can be prevented by applying a conservative criterion based on the filter-impulse-response absolute sum, in order to determine the word-length. Indeed, FIR systems, checked for those properties, finished successfully or timed out without finding a single counterexample. It is worth noticing that overflow checking for intermediate operations was enabled, in order to guide a possible use of saturation arithmetic. As a result, the number of VCs are substantially increased, since it depends on the filter function unwinding bound. For instance, if the unwinding bound is set to $k$, then the verification engine produces $k$ VCs to check for overflows, which are harder to be checked by an SMT (or SAT) solver.

| # | Filter                   | N | M | $\sum |h_k|$ | Input                        | Bits | Bound |
|---|--------------------------|---|---|---------|-----------------------------|------|-------|
| 1 | LP-IIR                   | 2 | 1 | 2       | $[-1,1]$                    | < 2, 4 > | 6     |
| 2 | LP-Butterworth-IIR       | 3 | 3 | 1.2     | $[-1.6,1.6]$                | < 2, 5 > | 6     |
| 3 | LP-IIR                   | 3 | 1 | 4       | $[-1,1]$                    | < 3, 4 > | 6     |
| 4 | LP-IIR                   | 3 | 1 | 1.56    | $[-1,1]$                    | < 2, 4 > | 6     |
| 5 | HP-Chebyshev-IIR         | 3 | 3 | 1.33    | $[-1,1]$                    | < 2, 6 > | 6     |
| 6 | BP-Elliptic-IIR          | 3 | 4 | 1.24    | $[-1,1]$                    | < 2, 8 > | 6     |
| 7 | BS-Butterworth-IIR       | 3 | 3 | 1.81    | $[-1,1,1,1]$                | < 2, 8 > | 6     |
| 8 | BP-Elliptic-IIR          | 5 | 5 | 0.91    | $[-1,1,1,1]$                | < 1, 7 > | 10    |
| 9 | HP-Butterworth-IIR       | 5 | 5 | 1.58    | $[-1.27,1.27]$              | < 2, 6 > | 10    |
| 10| BP-Chebyshev-IIR         | 5 | 5 | 1.51    | $[-1.33,1.33]$              | < 2, 6 > | 10    |
| 11| HP-Elliptic-IIR          | 7 | 7 | 5.39    | $[-1,1]$                    | < 3, 11 >| 14    |
| 12| HP-Cascade-IIR           | 6 | 6 | 12.4    | $[-1,1]$                    | < 5, 5 > | 14    |
| 13| BS-Cascade-IIR           | 9 | 9 | 2.45    | $[-1,1]$                    | < 3, 5 > | 19    |
| 14| LP-Parallel-IIR          | 6 | 6 | 16.6    | $[-1,1]$                    | < 5, 5 > | 13    |
| 15| LP-Cascade-IIR           | 6 | 6 | 7.64    | $[-1,1]$                    | < 4, 4 > | 13    |
| 16| Multiband-Parallel-IIR   | 9 | 9 | 2.75    | $[-1,1]$                    | < 4, 4 > | 19    |
| 17| LP-FIR                   | 1 | 31| 1.94    | $[-1,1]$                    | < 2, 6 > | 31    |
| 18| Multiband-FIR            | 1 | 9 | 2.18    | $[-1,1]$                    | < 2, 6 > | 13    |
| 19| Multiband-FIR            | 1 | 25| 1.47    | $[-1,1]$                    | < 2, 8 > | 25    |
| 20| LP-WiFi-FIR              | 1 | 21| 2.92    | $[-1,1]$                    | < 3, 5 > | 21    |
Here, DSVerifier was employed and configured to use the SMT solver Z3 v4.0 [57], with the bit-vector arithmetic enabled. Cox et al. [20, 21] observed that integer arithmetic is identical to that of bit-vector, in terms of precision; however, there were tradeoffs in performance with (slight) advantage to bit-vector arithmetic.

For each benchmark, the verification engine was invoked by manually setting file name, timeout, and bit-vector-arithmetic solver. Note that array bounds, pointer safety, and division by zero assertions are disabled, since the present work is focused on checking finite word-length problems, as previously described in section 3. The above ESBMC call is thus used for checking safety properties related to arithmetic under and overflow, when <file> refers, for instance, to verify_overflow.c. In order to check for limit cycle, timing constraints, and quantization error, the following files can be referenced by the above ESBMC call, respectively: verify_limitcycle.c, verify_timing.c, and verify_error.c. Each file contains the necessary filter calls and assertions used for property verification.

All experiments were conducted on an otherwise idle Intel Core i7 – 2600, with a clock of 3.40 GHz and 24 GB of RAM, running Fedora 64-bits. For all digital filters, the individual time limit has been set to 3600 seconds, except for cascade/parallel systems and FIR filters, in which the timeout is 7200 seconds. The presented elapsed times were measured using the time command.

5.2 General results

The parameters related to the chosen digital filters are used as inputs to the C filter-model. Tables 4, 5, and 6 summarize the results obtained with DSVerifier, by presenting them as TRUE or FALSE, i.e., whether the verification has finished successfully or not, respectively. The verification time is also shown for each type of failure assertion, and, when a particular verification exceeds the related time limit, the test case is tagged as Timeout.

One can notice that the proposed system is able to detect failures in various digital filter types, which are implemented with different structures, orders, or fixed-point formats. However, the verification time tends to be higher for high order filters and long word-length formats, since those lead to harder VCs. In particular, the verification time tends to be higher when checking overflows, in filters that contain a high number of forward and feedback coefficients, as can be seen from test case 9 onward. In addition, timeout events occurred when checking for limit cycles, with digital filters that present long word-length for the fractional part representation (e.g., test case 11). The error verification also leads to high verification times, since it needs to calculate the output twice, 

\footnote{DSVerifier is an internal module for ESBMC and CBMC, which is available at http://dsverifier.org/, together with the benchmarks, so that other researchers can reproduce the results.}

\footnote{In particular, the ESBMC tool was invoked as follows: esbmc <file> --no-bounds-check --no-pointer-check --no-div-by-zero-check --timeout 1h --z3-bv}
Table 4 Summary of results for the tested IIR filters

<table>
<thead>
<tr>
<th>#</th>
<th>Filter</th>
<th>Type</th>
<th>Overflow</th>
<th>Limit Cycle</th>
<th>Timing</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Result</td>
<td>Time</td>
<td>Result</td>
<td>Time</td>
</tr>
<tr>
<td>1</td>
<td>LP-IIR</td>
<td>DFI</td>
<td>FALSE</td>
<td>3</td>
<td>FALSE</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>FALSE</td>
<td>2</td>
<td>FALSE</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>FALSE</td>
<td>2</td>
<td>FALSE</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>LP-Butterworth-IIR</td>
<td>DFI</td>
<td>FALSE</td>
<td>2</td>
<td>TRUE</td>
<td>417</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>TRUE</td>
<td>1</td>
<td>TRUE</td>
<td>709</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>TRUE</td>
<td>30</td>
<td>FALSE</td>
<td>447</td>
</tr>
<tr>
<td>3</td>
<td>LP-IIR</td>
<td>DFI</td>
<td>TRUE</td>
<td>10</td>
<td>FALSE</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>TRUE</td>
<td>12</td>
<td>FALSE</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>TRUE</td>
<td>39</td>
<td>FALSE</td>
<td>135</td>
</tr>
<tr>
<td>4</td>
<td>LP-IIR</td>
<td>DFI</td>
<td>TRUE</td>
<td>4</td>
<td>TRUE</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>TRUE</td>
<td>5</td>
<td>TRUE</td>
<td>106</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>TRUE</td>
<td>11</td>
<td>FALSE</td>
<td>101</td>
</tr>
<tr>
<td>5</td>
<td>HP-Chebyshev-IIR</td>
<td>DFI</td>
<td>TRUE</td>
<td>10</td>
<td>TRUE</td>
<td>941</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>TRUE</td>
<td>27</td>
<td>TRUE</td>
<td>1776</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>TRUE</td>
<td>14</td>
<td>FALSE</td>
<td>331</td>
</tr>
<tr>
<td>6</td>
<td>BP-Elliptic-IIR</td>
<td>DFI</td>
<td>TRUE</td>
<td>9</td>
<td>FALSE</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>FALSE</td>
<td>2</td>
<td>FALSE</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>TRUE</td>
<td>11</td>
<td>FALSE</td>
<td>105</td>
</tr>
<tr>
<td>7</td>
<td>BS-Butterworth-IIR</td>
<td>DFI</td>
<td>FALSE</td>
<td>3</td>
<td>FALSE</td>
<td>437</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>FALSE</td>
<td>2</td>
<td>FALSE</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>TRUE</td>
<td>117</td>
<td>FALSE</td>
<td>321</td>
</tr>
<tr>
<td>8</td>
<td>BP-Elliptic-IIR</td>
<td>DFI</td>
<td>FALSE</td>
<td>3</td>
<td>TRUE</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>TRUE</td>
<td>14</td>
<td>FALSE</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>FALSE</td>
<td>2</td>
<td>TRUE</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>HP-Butterworth-IIR</td>
<td>DFI</td>
<td>FALSE</td>
<td>15</td>
<td>FALSE</td>
<td>1060</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>FALSE</td>
<td>4</td>
<td>FALSE</td>
<td>1506</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>Timeout</td>
<td>3600</td>
<td>FALSE</td>
<td>1485</td>
</tr>
<tr>
<td>10</td>
<td>BP-Chebyshev-II</td>
<td>DFI</td>
<td>TRUE</td>
<td>96</td>
<td>Timeout</td>
<td>3600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>FALSE</td>
<td>11</td>
<td>FALSE</td>
<td>2395</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>TRUE</td>
<td>139</td>
<td>FALSE</td>
<td>2092</td>
</tr>
<tr>
<td>11</td>
<td>HP-Elliptic-IIR</td>
<td>DFI</td>
<td>FALSE</td>
<td>12</td>
<td>Timeout</td>
<td>3600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>DFII</td>
<td>FALSE</td>
<td>4</td>
<td>Timeout</td>
<td>3600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TDFII</td>
<td>FALSE</td>
<td>5</td>
<td>Timeout</td>
<td>3600</td>
</tr>
</tbody>
</table>

that is, for fixed- and floating-point arithmetic formats. Apart from that, time constraints are easily verified, since this procedure consists of only checking the time response of a sequential piece of code.

Another important observation regarding verification times, as noted during tests conducted for validating the proposed methodology, is that failing test cases tend to be quickly checked. The main reason is that the model-checking algorithm stops a verification procedure whenever it finds a counterexample; however, cases where no defect is found tend to have high verification times, or even produce a timeout. In such scenarios, a wide set of non-deterministic
inputs is applied, which generates verification conditions that are hard to be checked and makes this procedure very time-consuming. That can be noticed, for instance, on the limit cycle verification procedure for test cases 9, 10, and 11, and also in test case 9, during the overflow check. In the error verification of test case 9, the result indicates a failure for Direct Form I and Direct Form II implementations, in less or equal than 15 seconds; for the Transposed Direct Form II, the verification gets a time-out, without finding an error beyond the fixed limits. It indicates that it is hard to find an input that produces a high error value for this particular structure, which suggests that such a realization may properly operate most of the time; however, it cannot be guaranteed, since the model checking did not finish.

The timing verification reported failures for all cases with order higher than 2, which present more than 3 forward or feedback coefficients. Actually, considering the modeled structures implemented in C, only filters 1, 3, and 4 meet the time constraint requirements, when running on the specified platform.

5.3 Filter-structure considerations

Although different filter structures lead to the same final filters, as long as the same coefficients are used, the internal computation procedures are completely different. It can be seen, especially in overflow and limit cycle verifications, that a filter may fail or pass according to its implementation structure. That occurs due to the order of intermediate operations, which changes from one structure to another. The timing constraint verification is also affected by the filter structure, since the number of additions and multiplications are different in each form. For instance, test case 4 should not be implemented using the Transposed Direct Form II, in order to avoid limit-cycle occurrences. Regarding test cases 6 and 7, however, there is no viable option, unless the designer uses some technique (see section 2.1.2), in order to prevent limit cycles.

For instance, in test case 2, the verification detects overflow failures for the Direct Form I and Direct Form II structures, in addition to a limit cycle failure for the Transposed Direct Form II structure; the remaining properties finished successfully. On this particular case, the designer intending to implement this filter, in Direct Form I or II, would need to use an accumulator with a higher number of bits for the integer part, two’s complement arithmetic, or other technique, when saturation arithmetic is employed, for preventing overflow. When using the Transposed Direct Form II, the designer could modify the overflow mode of the system, in order to perform saturation arithmetic for solving limit cycle oscillations. The techniques to prevent overflow and limit cycle, as referred by Proakis et al. in [2], generally increase noise levels. As a result, after performing such modifications, the designer should necessarily run the verification engine another time, in order to ensure that the output error is within an acceptable margin.

Table 5 describes the results obtained for filters implemented in cascade and parallel forms. Those systems use second order building blocks on their
structures, as mentioned in section 2.1.1. The results show that the number of bits, used on those implementations, is not enough for avoiding problems caused by the reduced word-length, as overflow and error violations are found in most cases. Here, checking procedures for error, overflow, and limit cycle are very time-consuming, due to the high order of such systems. Given that, an alternative choice for the test cases that timeout is, at least, ensuring the conformance of the second order blocks separately, since those structures can be checked faster, as shown in Table 4.

5.4 FIR filter results

The results collected from the FIR filter experiments are described in Table 6. The high-order systems cause long verification times, due to the search for a counterexample that produces a high output error. The timing verifications are also quickly performed, as in the other presented cases. Multiband filters 18 and 19 were also verified for these properties and, as can be seen in test case 19, the timing failure indicates that the particular implementation must be simplified.

5.5 Final considerations

Fig. 10 shows a summary of all obtained results, classified by verification category. Fig. 10(a) presents results regarding arithmetic under- and overflows, which show that DSVerifier was able to find property violations in 50% of the benchmarks. In addition, only 8% of the cases timed out, due to the high
number of generated VCs, regarding the system under verification. In particular, a VC is generated for each arithmetic expression of the digital filter implementation, considering non-deterministic inputs.

Fig. 10(b) presents results regarding limit cycle verification. In summary, DSVerifier was able to find property violations in 60% of the benchmarks and timed out in 16% of them, given that limit cycle verifications of high-order filters, with long word-lengths, led to a large state-space to be explored by the chosen SMT solver. One can notice that the results of both categories do not include verification of FIR filters, due to the already stated reasons.

Fig. 10(c) presents results regarding timing-constraint verifications, which show that DSVerifier was able to find timing violations in 79% of the benchmarks. The verification of timing constraints is fast (in some cases, it takes less than 1 second), and no benchmark, in this category, timed out.

Finally, Fig. 10(d) presents results regarding quantization errors, where DSVerifier was able to find property violations in 33% of the benchmarks and timed out in 24% of them, for reasons previously stated for overflow verification.

In summary, the presented results show that the proposed verification methodology covers a large set of checks, which are required by common designs, in order to define the fixed-point representation format. Besides, it is also use-
ful in determining the filter structure for system realization, \textit{i.e.}, in observing whether the system implementation is feasible, given the project constraints.

It has also been shown that DSVerifier can be a very effective tool for verifying digital filters, aiding DSP engineers to automatically discover low-level properties violations, which are hard to found by traditional simulation tools (\textit{e.g.}, Matlab [65]), since they depend on a set of input stimuli, in order to improve the state space coverage, and require a significant manual intervention from designers. In particular, simulations tools [17,66] might neglect some failures, due to low coverage achieved during simulations (coverage problem) [20, 21]. Our verification methodology then replaces typical validation processes currently used by DSP engineers.

6 Conclusions

In this work, a new approach to detect failures in fixed-point digital filters, using state-of-the-art BMC tools, was proposed. It allows the designer to formally check a given implementation for a specific bit-width, in addition to define the word-length to properly represent numeric data. In particular, the proposed approach supports the designer in detecting problems caused by the finite word-length, such as overflows, limit cycles, and output error, in digital filters. The experimental results show that failures can be detected in low and medium order digital filters, with arbitrary bit-width. However, the verification of high order filters, with long word-length, tends to be a hard problem, due to the large state-space exploration.

There is also a contribution with a new method based on WCET analysis, together with BMC, which is used to verify time constraints, in digital filters. Since the tested digital-filter models are implemented in C language, the proposed approach could also use other state-of-the-art software verifiers for C programs, by taking advantage of their robustness and efficiency. Additionally, the resulting filter C code (with specific word-length format) could be implemented directly into DSPs or converted into hardware description languages, which are supported by typical FPGAs.

Finally, the tool set developed here, which was named as DSVerifier, can help system designers, when defining adequate representation and structure, in order to meet functional and performance requirements. However, if such requirements are not met, then the user has to manually modify the digital filter representation and/or structure. In future work, the counterexample, generated on the verification of a failing design, will be used to automate fault localization [67], regarding digital filters implementations.
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